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1. Tevikd

1.1 Tevikd otoeia Spaong

H 6pdon A16 adopd TIG EMIOTNUOVIKEG SNUOCLEVCELC TWV EPEUVNTIKWY OUASWY TIOU £XOUV
ipaypatonolnBet oe OAn tn SldpKeLla UAOTIOINGNC TOU £pyou.

OL emiotnUoVIKEG dnupoolevoel Bacifovtol Ot EPEUVNTIKA ONMOTEAECUATA TIOU £XOUV
napaxOel oe Sladopeg dpaoels (makéta epyaciag) Tou €pyou Kat adopouv:

e AnuooleVOoELG O SLEBVN EMOTNUOVIKA TIEPLOSIKA LE CUOTNO KPLTWV

e AnuooleVaoelg og cuMoOYLKOUC TOpOoUC (kedpahata BLBALWY) SleBvwv EKSOTIKWY OlKWV
0g cUOTNUA KPLTWV

e  AnuooleloelC o SLeBvr/eOVIKA EMLOTNMOVIKA CUVESPLO UE CUCTNHO KPLTWV.

H ouvoAlkny OSlaxeiplon TG OUYKEKPLUEVNG Spaong €xel mpoaypotomolnBbel amd tov
EMLOTNHOVLKO oUVTOVLOTH Tou €pyou, KaBnyntr lwavvn Zioko, kabwg Kot armod tnv Emtpornn
MapakoAouBbnong, oUuPwvo WPE TO TAAVO TOWOTNTAC Tou €pyou. H  Emutpomn
MapakoAouBnong Tou €pyou amoTeAElTOL OO TOUC:

1. KaBnynt lwavvn Zioko (cuvtoviotr €pyou Kal UTtELBUVOU TNG EPEUVNTLKAG OUASG
Tou MANEI)

2. Kabnynt Kwvotavtivo Zomouvidn (umevBuvou tng gpeuvnTikng opddag tou MoA.
Kprtng)

3. Kabnyntn lwavvn Wappd (umevBuvou tng epsuvnTikng opadag tou EMNM)

4. Professor Alexis Tsoukias, Research Director of CNRS-France (petokaAoUuevog
£€WTEPLKOG EpeLVNTIC)

H OUUUETOXA TNG OUYKEKPLUEVNG ETUTPOTING othn Spdon Al6 elvol kupiwg £ppecn Kol
ETILKOUPLKH, TIOPEXOVTAG KUPLWG UTOOoTAPLEN otnv emiloyr Tou KATtoAANAGTEPOU TPOTOU
SnuooLomoinong TWV EPEVVNTIKWY AMOTEAECUATWY. Oa TTPEMEL va onuelwBel otL n Emtponn
MapakoAovBOnong, oto MAaiolo AAAwWY SpACEWY TOU £pyou SIVEL TIG YEVIKEG KATELOUVTNPLEG
VPOUUEG TNC €PEUVAC KOL UTIOOTNPLTEL ETULKOUPLKA TLG EPEUVNTIKEG OULASEC.

H ouykekplévn 8pdon avhKeL 0TO YEVIKOTEPO TIOKETO epyaciog mou adopd tn Snuoactdotnta
Tou £€pyou (oupumepthappavel tn dpdon Al5 avadoplkd UE TN CUHUHUETOXN TWV EPEUVNTIKWY
OMAdWVY OE EMLOTNUOVIKA CUVESPLA, TN dpdon Al7 mou adopd Tnv LoTtooeAida Tou £€pyou, Tn
Spdon A18 mou adopd TN SlopyAvwon EMIOTAUOVIKWY CUVOVTHOEWVY gpyactwv/workshops
Kol tn Opdon A19 mou adopd tnv €kdoon povoypadlag He TA PACIKA EMLOTNUOVIKA
anmoteAéopATA TOU £pYOU).
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1.2 Tevikd otoyeia Tapadotéov

ZUpdwva e To MAAVo UAoToinong, ota MAaLoLa TOU CUYKEKPLUEVOU €pyou elxav poPAedOel
6 Onuoolevoelg oe 6lebvy emloTNUOVIKA TEPLOdIKA (2 Snuoolevoelg ava €tog 2
dnuootevoelg ava opada epyaociag).

Onwc mapouctaletal aVaAUTIKA KoL OTNV €MOUEVN EVOTNTA, O GUYKEKPLUEVOG OTOXOG EXEL
umepkoAudBel Sedopévou OTL oL SNUOCLEVOELG TWV EPEUVNTIKWY OHAdwY, KATA To XpOvo
ouyypadnG TNG CUYKEKPLUEVNG avadopdg, TeplhappBavouy:

e 10 dnuooteloelg o SLeBvn EMOTNUOVLKA TIEPLOSLKA UE CUOTNHA KPLTWVY

e 4 dnuoolevoelg o oUAAOYLKOUG TOMoUG (kedpdAata BLAlwv) SleBvwv ekdoTikwv
olkwv o€ cUOTNUA KPLTWV

e 13 dnuoolevoelg oe SleBvh/eBVIKA ETLOTNUOVLKA CUVESPLA e CUOTNO KPLTWV.

Oa mnpénel va onpelwBel Slaitepa OTL TA  EMIOTNUOVIKA TEPLOSIKA TIOU  £XOUV
TipaypatonolnOel oL SNUocLEUOELG TOU £pyou sival blaitepa uPnAol emLoTnUOVIKOU KUPOUG.
Mo o AOyo QUTO OTNV EMOUEVN evoTnTa SISETAL KOL O CUVTEAEDTHG EMIPPONC TOU EKACTOTE
nieplodikov (epooov umdapyel). Emiong, mpémel va tovioBel Wblaitepa OTL n €peuva mou £XeL
nipaypatonolnfel ota mAaiola Tou £pyou €xelL amoondosl Stakpioelg oe Slebvn emninedo. Mo
OUYKeKpLUEva, o urtoPrdlog Sddktopag EAsuBEpLog Ziokog, HéNoG TNG Ouddoag EEwtepkwy
Juvepyatwv tou EBvikou MetooBlou NMoAuteyveiou, €xel AdBeL umotpodia yLa TN CUHLETOXN
tou oto ELAVIO 2013 Summer School kal tnv mapouciacn tng epyociag tou “Robust e-
government evaluation based on multiple criteria decision analysis", peta and afloAdynong
amno tnv EEEE (EAAnvik Etalpela Emuxelpnolakwv Epsuvwv), tnv EURO (Association of
European Operational Research Societies) kat tnv IFORS (International Federation of
Operational Research Societies). AvaAutikég mAnpodopieg divovtal oto http://www.euro-
online.org/media_site/reports/ELAVIO 13 Siskos.pdf)
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2. ANMocLEVOELG

2.1 ANUOGLEVOELG OE EMOTUOVIKA TIEPLOSIKA

OL8NUOCLEVTELG TTOU £XOUV TPAYLATONOLNOEL 0 EMLOTNOVIKA TIEPLOSIKA LIE GUOTNUA KPLTWV
ota mAaiola Tou €pyou sival:

1.

10.

Delias, P., P. Manitsa, E. Grigoroudis, N. Matsatsinis, and A. Karasavvoglou (2013).
Robustness-oriented group decision support: A case from ecology economics,
Procedia Technology, 8, 285-291.

Doumpos, M., C. Zopounidis, and E. Galariotis (2014), Inferring robust decision models
in multicriteria classification problems: An experimental analysis, European Journal of
Operational Research, 236 (2), 601-611.

Mavrotas, G., O. Pechak, E. Siskos, H. Doukas, and J. Psarras (2015). Robustness
analysis in multi-objective mathematical programming using Monte Carlo simulation,
European Journal of Operational Research, 240 (1), 193-201.

Delias, P., M. Doumpos, E. Grigoroudis, P. Manolitzas, and N. Matsatsinis (2015).
Supporting healthcare management decisions via robust clustering of event logs,
Knowledge-Based Systems, 84, 203-213.

Mavrotas, G., J.R. Figueira, and E. Siskos (2015). Robustness analysis methodology for
multi-objective combinatorial optimization problems and application to project
selection, Omega, 52, 142-155.

Siskos, E. and N. Tsotsolas (2015). Elicitation of criteria importance weights through
the Simos method: A robustness concern, European Journal of Operational Research,
246 (2), 543-553.

Xidonas, P., H. Doukas, G. Mavrotas, and O. Pechak (.). Environmental corporate
responsibility for investments evaluation: An alternative multiobjective programming
model, Annals of Operations Research (amodexto).

Doumpos, M., P. Xidonas, S. Xidonas, and Y. Siskos (.). Development of a robust
multicriteria classification model for monitoring the postoperative behaviour of heart
patients, Journal of Multi-Criteria Decision Analysis (amodekto).

Delias, P., M. Doumpos, and N. Matsatsinis (.). Business process analytics: a dedicated
methodology through a case study, EURO Journal on Decision Processes (amo8ekto).

Grigoroudis, E. and Y. Politis (.). Robust extensions of the MUSA method based on
additional properties and preferences, International Journal of Decision Support
Systems (amodekto).

H ouvtputtiki mAstoPndia Twv cuyKeEKPLUEVWY TIEPLOSIKWV £XeL uPnAoUc Seikteg emipponG.
Mo cuykekpLpéva, To Impact Factor (2014) Twv meplodikwy, OOU £X0LV payuatonolnBei ot
SNUOCLEVOELG TWV EPEUVNTIKWY OUAdwY ivat:

Omega (IF: 4.376)

Knowledge-Based Systems (IF: 2.947)

European Journal of Operational Research (IF: 2.358)
Annals of Operations Research (IF: 1.217)
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2.2 ANpocleVoELS 6€ GVAAOYLKOVG TOLOVG

Ot nuooteloelg Tou £xouv mpaypatornolnBel w¢ kepalata BLBAlwv o cUANOYLIKOUC TOHOUG
Je oUOoTNUA KPLTWV oTa MAdioLla Tou €pyou sivat:

1.

Siskos, E., M. Malafekas, D. Askounis, and J. Psarras (2013). E-government
benchmarking in European Union: A multicriteria extreme ranking approach, in: C.
Douligeris, N. Polemi, A. Karantjias, and W. Lamersdorf (eds.), Collaborative, trusted
and privacy-aware e/m-services, IFIP Advances in Information and Communication
Technology Volume 399, Springer, New York, 338-348.

Doumpos, M. and C. Zopounidis (2014). The robustness concern in preference
disaggregation approaches for decision aiding: An overview, in: T.M. Rassias, C.A.
Floudas, and S. Butenko (eds.), Optimization in science and engineering, Springer, New
York, 157-177.

Yannacopoulos, D., A. Spyridakos, and N. Tsotsolas (2014). Robustness analysis in
multicriteria disaggregation-aggregation approaches for group decision making, in: F.
Dargam, J.E. Herndndez, P. Zaraté, S. Liu, R. Ribeiro, B. Delibasi¢, and J. Papathanasiou
(eds.), Decision Support Systems lll: Impact of Decision Support Systems for global
environments, Lecture Notes in Business Information Processing Volume 184,
Springer, New York, 167-180.

Delias, P., M. Doumpos, and N. Matsatsinis (2014). Robust discovery of coordinated
patterns in a multi-actor business process, in: P. Zaraté, G. Camilleri, D. Kamissoko,
and F. Amblard (eds.), Group Decision and Negotiation 2014 (GDN 2014): Proceedings
of the Joint International Conference of the INFORMS GDN Section and the EURO
Working Group on DSS, Toulouse University, Toulouse, 77-86.

Mépo¢ Twv Snpocleloswv autwv adopd TIPOKTIKA CUVeSpilwv, Ta omola OpWG €Xouv
dnuooteutel amnod Slebveig ekSOTIKOUC OIKOUG.

2.3 ANUOGLEVOELG OE TIPAKTIKA GUVESplwV

OL &nuooleloel Tou €xouv TpaypotonownBel oe TpoKTKA Olebvwv Kol €BVIKwvV
ETULOTNMOVLKWV OUVESPLWVY e CUOTNUA KPLTWV OTA MAQLoLA ToU €pyou elvat:

1.

Mavpwrtadg, I., O. Metodk kat B. Manna (2013). Emhoyn eUpwotou xaptopulakiou
emevbUTIKWYV  oxebilwv pe  pABNUOTIKO TpoypoppaTIopd, [Mpaktikd  9ou
Emtotnuovikol Yuvedpiou Xnuikwv Mnxavikwv (http://9pesxm.chemeng.ntua.gr/
fullpapers/EC0076.pdf).

Mavrotas, G. O. Pechak, D. Siatras, E. Siskos, and J. Psarras (2014). Project portfolio
selection in a group decision making environment: Aiming at convergence with the
iterative trichotomic approach, Proceedings of the 2" International Symposium & 24
National Conference on Operational Research, HELORS, Athens, 30-36.

Grigoroudis, E. and Y. Politis (2014). A robust extension of the MUSA method based
on desired properties of the collective preference system, Proceedings of the 2™
International Symposium & 24 National Conference on Operational Research,
HELORS, Athens, 171-177.
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4. Politis, Y. and E. Grigoroudis (2014). Combining performance and importance
judgment in the MUSA method, Proceedings of the 2™ International Symposium &
24™ National Conference on Operational Research, HELORS, Athens, 59-65.

5. Mavrotas, G., P. Xidonas, H. Doukas, and J. Psarras (2014). Constructing robust
efficient frontiers for portfolio selection under various future returns scenarios,
Proceedings of the 2™ International Symposium & 24 National Conference on
Operational Research, HELORS, Athens, 178-184.

6. Mastorakis, K., E. Siskos, and Y. Siskos (2014). Value focused pharmaceutical strategy
determination with multicriteria decision analysis techniques, Proceedings of the 2™
International Symposium & 24 National Conference on Operational Research,
HELORS, Athens, 207-216.

7. Tsotsolas, N. and S. Alexopoulos (2014). Dealing with robustness in government
decision-making using facilitated modelling, Proceedings of the 2™ International
Symposium & 24 National Conference on Operational Research, HELORS, Athens,
363-372.

8. Pologiorgi, I., E. Grigoroudis, S. Tsafarakis, G. Baltas (2015). Customer satisfaction
performance and importance judgments: An application of the MUSA+ model,
Proceedings of the 3 International Symposium & 25™ National Conference on
Operational Research, HELORS, Chania, 29-35.

9. Stavrou, D.I., N.P. Ventikos, and Y. Siskos (2015). Ranking risks of maritime activities
with multicriteria decision aid: Application to a ship-to ship transfer operation,
Proceedings of the 3™ International Symposium & 25" National Conference on
Operational Research, HELORS, Chania, 174-180.

10. Tsotsolas, N. and S. Alexopoulos (2015). Robustness analysis approaches in political
decision making, Proceedings of the 3™ International Symposium & 25" National
Conference on Operational Research, HELORS, Chania, 214-218.

11. Politis Y. and E. Grigoroudis (2015). Analyzing robustness of the MUSA method
through a simulation model, Proceedings of the 3 International Symposium & 25%
National Conference on Operational Research, HELORS, Chania, 219-224.

12. Spyridakos A., N. Tsotsolas, E. Siskos, and D. Yannacopoulos (2015). Estimating criteria
weights exploiting priorities of the criteria and techniques of robustness analysis,
Proceedings of the 3™ International Symposium & 25" National Conference on
Operational Research, HELORS, Chania, 225-229.

13. Doumpos, M., C. Zopounidis, and P. Fragiadakis (2015). Assessing the financial
performance of European banks under stress testing scenarios: A multicriteria
approach, Proceedings of the 3" International Symposium & 25" National Conference
on Operational Research, HELORS, Chania, 272-278.
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Abstract

Problems of the field of Ecological Economics are inherently complex and by definition involve trade-offs among multiple
criteria. Moreover, the decisions made involve multiple parties, often with conflicting interests. For these reasons, the multiple
criteria decision aid (MCDA) paradigm appears as a valuable tool for the field of Ecological Economics and indeed as an
indispensable tool in the cases where participatory decisions must be made. In this work we apply a robustness-oriented MCDA
approach to reach a solution for a land use problem in Northern Greece. The mathematical modeling as well as the case study
results are presented.
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1. Introduction

Problems of the field of Ecological Economics are inherently complex and by definition involve trade-offs
among multiple criteria [1]. There are a number of reasons to avoid a single criteria approach [2] like neglecting
certain aspects of realism and presenting features of one particular value-system as objective, just to name a few.
Moreover, often the decisions made affect bigger sets than single humans (towns, cities or even larger geographical
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territories, local or national populations, societies etc.). Therefore, it is expected that multiple parties are involved in
the decision process. For these reasons, the multiple criteria decision aid (MCDA) paradigm appears as a valuable
tool for the field of Ecological Economics [3] and indeed as an indispensable tool in the cases where participatory
decisions must be made [4].

Considering the evaluation of the natural capital and the ecosystem services, perhaps the most visible work is the
work of Costanza et al. [5]. Several approaches using multiple evaluation factors have been presented [6], however
the vast majority of works considers the ecological and the financial factor, underestimating the significance of the
social factors. Neglecting or underestimating these factors leads to a misjudgment about the real value (or demand)
of the ecosystem services for stakeholders. In [7], authors try to integrate social factors into the ecosystem service
appraisal with a social welfare weight using the Ruoergai Plateau Marshes as a case study. However, the Analytic
Hierarchy Process which is used as the multiple criteria tool, has been systematically criticized [8], [9].

In this work we apply a novel MCDA algorithm to support the decision about the land use in the area of Paggaio,
Kavala, Greece. In particular, a convenience sample if six local stakeholders was interviewed to express its
preferences about some cultivation alternatives (land use for photovoltaic systems was also included). The proposed
method can be characterized as an attempt to combine preference relations with a UTA approach, which is actually a
new trend aggregation — disaggregation approaches [10]. The idea of considering the whole set of compatible value
functions to deal with ranking and choice problems was originally introduced in the UTA™® method [11], and
further generalized in GRIP[12].

The family of the UTA methods has been also used in several studies of conflict resolution in multi-actor
decision situations [13]. These studies refer to the development and application of group decision or negotiation
support systems [14], [15], [16]. Beside UTA methods, Matsatsinis and Samaras [17] review several other
aggregation- disaggregation approaches incorporated in group decision support systems. While group decision
approaches aim to achieve consensus among the group of DMs or at least attempt to reduce the amount of conflict
by compensation, collective decision methods focus on the aggregation of the DMs’ preferences. Therefore, in the
latter case, the collective results are able to determine preferential inconsistencies among the DMs, and to define
potential interactions (trade-off process) that may achieve a higher group and/or individual consistency level.

The problem formulation and the model of the constructed linear problem are presented in the next Section,
while a special section is dedicated to the robustness point of view of the method. Finally, preliminary results of the
case study as well as some general conclusions are presented in the following sections.

2. Problem Modeling

Let m be the number of the decision makers involved in the problem under discussion. These decision makers
(DMs) act as autonomous, self-interest agents. The notation D = {D,,D,,...,D } shall be used to symbolize
them. Every agent (DM) has a weight of significance for the decision ruler (who is usually the responsible authority,

as appointed by the government). This weight could represent the relative value that every agent has for the local
society, its expertise level or it could be a parameter defined by formal statements. In any case, there should always

be > w, =1.
t=1
Let n be the number of criteria G = {g,,g,,...,&, } , which will be used to evaluate the alternative solutions.

The alternative solutions set can be of any finite size and it shall be notated as 4 = {a,b,...} . Alternative solutions
in this paper are nothing else than land usage, i.e., alternative ways to exploit land. Besides the existing solutions,
the methodology suggested in this work introduces a set of reference alternatives A, . According to [18] this set

could be: a set of past decision alternatives past actions; a subset of decision actions, especially when A is large; or a
set of fictitious actions, consisting of performances on the criteria, which can be easily judged by agents to perform
global comparisons.

The concept of reference alternatives is common in the aggregation-disaggregation paradigm of the MCDA,
however, the novelty of this method consists in non demanding a complete comparisons table. In particular, every
agent (DM) is asked to express his/her preferences over just a subset of these reference alternatives. Representing by



Pavlos Delias et al. / Procedia Technology 8 (2013) 285 — 291 287

A, the set of the reference alternatives used for comparisons by the t" agent, the following should hold:

A, = Ay, Y Ay, V... U A4, . In order to compare alternatives, let us denote a preference relation S on AX 4, in

a way that a means “alternative a is at least as good as b”.
The ultimate goal of the methodology is to model the collective preferences of agents (DMs). To this end an

additive value function u is introduced as following: u(g)z Z:;lu j (g j) - Each u; (g j) is piecewise linear

onu; (g ; ), G ;= {g;, g_?,..., g_?j } being the number of level of performance of the jth criterion. In addition, the
. _ . n aj | _ .

worst and the best performance have standard values as: u j<g j*)—OV],Zj:l u j(g ; )—1 . Finally, the

preferences relation is expressed on a value function basis as: aSh <> u[g(a )]— u[g(b)] >0.

3. A Robustness-oriented Algorithm

Each agent provides just two basic pieces of information: The first consists of a set of pairwise comparisons of
some reference alternatives. These comparisons are made in terms of the preference relation defined in the previous

section. This way, the t™ decision maker provides a comparisons set R, © A, x Ay, which could be of any size and

include any reference alternatives. A comparison in that set (a row of the matrix) would indicate two alternatives
(e.g. a and b) for which the preference relation a holds. The second piece of information needed is a set of intensities

about the preference relations between couples of alternatives of A, . Again, this comparisons’ set does not have to
be complete. More specifically, let /, be the set of the “intensities™ of the t" decision maker. An element of / ,

would declare if a comparison (an element in R, ) is more “intense” than any other element in R, . For example, a is

more intensive than c.
The collective value function will be calculated through a linear regression problem. To this end, two variables

z, and Y, are introduced. The former refers to the k™ preference relationship of the t" agent and the latter to the

p™ intensity declared by the t" agent. The linear problem is formulated as follows:

&/ 4]

[min]z = Z ZZtk + Zy,p
=1 \ k=1

p=l
subject to

u[g(a)]—u[g(b)]+ z, 20Vt=12,...mk=12,..,

R|

(u[g(a)]—u[g(b)])— (u[g(c)]—u[g(d)])+ Yy 20,6=12,.mp=12,..,

1|

J =12, ml =12, .a;;w

t

20;,y,20t=12,.,mk=12,.,

Rl‘

p =121
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Robustness analysis of the results provided by the Linear Problem is considered as a post-optimality analysis
problem. What is actually applied is a slight alteration of the polyhedron defined by the constraints of the initial

linear problem. The polyhedron is augmented by the additional constraint z < z" +&,z",& being the minimal
error of the initial LP, and &£ a very small positive number. A number of 7' = Z; (a i~ 1) new linear problems
are constructed and 7 value functions are calculated by maximiiing and minimizing each
valueu; (gi ),] =1,2,...m;l =2,...,a,, on the augmented polyhedron.

As a measure for the robustness of the marginal value functions the average stability indices AS/(7) are used. An

average stability index ASI(7) is the mean value of the normalized standard deviation of the estimated marginal
values on i" criterion and is calculated as

Y E TR

a —1 T

i

ASI()=1-

a,—?2

a,—1
Where u I; is the estimated value of the k" parameter in the j" additive value function.

The global robustness measure will be the average of ASI(i) over all the criteria. If robustness measures are
judged satisfactory, i.e. ASI indices are close to 1, then the final solution is calculated as the barrycentral value

_
DMs
preferences

e

Solve Basic LP

——

Solve
Post-Optimality
LPs

!

Caiculate ASis

i Criteria
Find Largest ASI . .
z_tk, y_tp satisfactory Yes E\)A’(’?'\g/;‘jé
Functions
Ask DM tto
augment/modify
preferences
set

Fig. 1 The Flow chart of the Robustness-oriented algorithm

function. Else, the sets R, and /, should be enriched for one or more agents. The way to guide the R, and /,

redefinition process is by checking the magnitude of the variables z, and y, . In particular, the larger these
variables are, the greater the inconsistency they will prompt. So, Decision Makert (who is related with z, and ytp)

shall be contacted by priority and thus the whole process (depicted inFig. 1) is guided by the robustness of the final
solution.
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4. The Case Study

The land of Paggaio, Kavala although very rich (after reclaiming a dried lake in 1930) has been cultivated in
ways that affected both local environment and economies in a disadvantageous manner. Six local stakeholders —
experts who represent different points of view were interviewed (two farmers, an agronomist, the president of local
agricultural cooperatives, a resident and a complete feed mill owner) and expressed their preferences for 11 different
land uses. The eleven alternatives for land use are a) Cultivation of colza (to extract oil and exploit the cake left), b)
Cultivation of white poplar (Populus alba — Salicaceae) for the paper industry and biofuels, c) Sugar beets
(cultivated Beta vulgaris) for biofuels and the food industry, d) Helianthus (sunflower) to mainly be used as a
biofuel, e) Stevia for pharmaceutical or food industry, f) Photovoltaic parks, g) Barley for mash production, h)
Wheat for the same purpose, i) Soybean also mash production, j) Maize and k) Pomegranate for the food industry as
well as for pharmaceuticals.

Each alternative is evaluated against every criterion using a textual, ordinal 5-level scale. This multicriteria
evaluation table is the same for all stakeholders. All stakeholders will express their preferences, however, not all are
the same influential, namely, the “importance weight” of each might differ. In this case, stakeholders were selected
based on a convenience basis, according to their profession — position and the following weights were assigned: 0.4
for the agronomist (Cg), 0.2 for the president of local cooperatives (C,), 0.13 for the feed mill owner (C,), 0.1 for
each farmer (C;& Cs) and 0.07 for the resident (C,). These weights indicate the trade-off between the “expertise” of
two stakeholders, while it is required to sum up to 1. Stakeholders are provided with the multicriteria evaluation
table, and they express their preferences with statements like the ones described in the Problem Modeling section. In
our case the stakeholders’ preferences are presented in Table 1 ~ Table 1:

Table 1. Stakeholders' preferences

Stakeholder Preferences Intensities
C, {fSk, f5i, jSk, jSi, kSi} [1,3;2,5]

C, {fSc, f5d, fSk, cSd, cSk} [2,1;2,3;3,5]
Cs {jSc, jSf, jSk, jSd, ¢Sk, cSd, fSk, fSd} [1,8;1,7;4,5]
Cy {/SJ, /S, fSh, jSh, jSi, hSi} [1,2;2,4;4,6]
Cs {fSd, fSi, dSk, fSc, dSc, iSc, kSc} [1,252,7;5,7]
Cs {/Si, fSd, fSk, jSi, jSd, jSk, jSi, iSk, dSk} [1,2;1,8;5,1]

Table 1 represents stakeholders’ preferences in terms of pairwise comparisons (when such a comparison
makes sense for the stakeholder) and in terms of intensities between those pairwise comparisons. The preferences
set for each stakeholder contains the preference relations he declares (for instance C;has declared that “alternative
is at least as good as k”, “alternative f is at least as good as i”, “alternative j is at least as good as k™ etc. The
intensities matrix contains as many rows as the number of the intensities declared (rows are separated by
columns).Each row contains two numerical values, which correspond to the indices of the preferences relations
involved.

For instance, row 1 can be interpreted like the following: The president of local cooperatives prefers the
implementation of photovoltaic parks to the cultivation of pomegranate and to the cultivation of soybean, as well as
he prefers the cultivation of maize to pomegranate and to soybean. He also prefers the cultivation of pomegranate to
soybean. However, he considers his preference of photovoltaic system to pomegranate to be greater (more intense)
than his preference of maize to soybean. The interesting part is that stakeholders do not need to express their
preferences over the entire set of alternatives nor they need to declare intensities for every pair of relations. This is
an important advantage of the proposed method that provides great flexibility to both the decision analysts and
stakeholders.

Having solved the LP, results are presented in Table 2, however the overall ASI index is quite low. This means
that additional input data (further clarifications on DMs’ preferences) are needed. In particular, the need is for the
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DMs with the largest z, and Vi values (i.e., the president of cooperatives, the feed mill owner and the resident in

descending order) to complement their preferences data. Moreover, additional intensities could be requested to make
input information richer. The new data are presented in Table 3. Then a new iteration (re-solve the LP) follows and
the robustness of the new results is re-evaluated.

Table 2. Preliminary Results (Iteration 1& 2)

Criterion Weight (iter 1/2) ASI (iter 1/2)
Environment friendliness 17%/ 18% 0.44/0.44
Exploitation of Natural Resources 21%/19% 0.49/0.46
Land reuse potential 18% /17% 0.52/ 0.51
Economical Performance 11%/10% 0.44/0.44
Auvailable Information 15% /16% 0.45/0.45
Investment Attractiveness 18% / 18% 1/1

Table 3. Stakeholders' preferences update

Stakeholder ~ Preferences Intensities

C {fSk, fSi, jSk, jSi, kSi, fSh, fSg, jSg, kSh, kSg, hSg} [1,3;2,5; 4,12]

C {fSc, fSd, fSk, cSd, ¢Sk, 15), fSi, ¢Sj, ¢Si, dSj, dSi, kSj, kSi, jSi} [2,152,3;3,5; 10,9]

G {iSc, jSf. jSk, jSd, cSk, cSd, fSk, fSd} [1.8:1,7:4.,5]

Cy {fSj, fSi, fSh, jSh, jSi, his, fSc, f5d, fSg, jSc, jSd, jSg, hSc, hSd, hSg, iSc, iSd, iSg, dSc, gSc} [1,2;2,4:4,6;
19,20]

Cs {fSd, £Si, dSk, fSc, dSc, iSc, kSc} [1.2:2,7:5,7]

Cs {/Si, fSd, fSk, jSi, jSd, jSk, jSi, iSk, dSk} [1,2;1,8;5,1]

As it can be seen from  Table 2 (iteration 2 elements), the ASI index is even lower after the new data. This is of
course not a fortunate event since it signifies that the assessed collective model is not robust. This can be explained
by the rigid attitude of the stakeholders who instead of adjusting their preferences with the rest ones, they prefer to
intensify their personal opinion with additional declaration. The results demonstrate that this is a hard negotiation
problem. Potential conflict resolution strategies would be to include more stakeholders into the process, to modify
the stakeholders’ weights, to eliminate certain decision criteria or certain land use alternatives.

5. Conclusions

In this work a multi-criteria methodology to support the land use decision was presented. What guide the
reasoning component are the collective preferences of all stakeholders. Therefore, the final solution depends in a
very direct way on the stakeholder’s rationality. This infuses the system with an impressive flexibility but also with
a disagreeable subjectivity. More specifically, modelling stakeholders as rational optimizers based on the suggested
multiple criteria approach there emerge the same limitations with those of classical decision aid: There is a fuzzy
borderline between what is and what is not feasible in real decision making contexts; the Decision makers’ have
seldom well shaped preferences. “In and among areas of firm convictions lie hazy zones of uncertainty, half held
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belief, or indeed conflicts and contradictions”[19]; many data are imprecise, uncertain, or ill-defined. In addition,
sometimes, data may not be reflected appropriately into linear utility functions. Even more, in a real-world context,
we shall not neglect complexity and time-issues: decisions have to be made in real time.

Despite the above limitations, the multiple criteria paradigm emerges as an endeavour to make an objective place
for agents’ decisions. It provides a way to formalize pro-activeness guiding stakeholders to rational and transparent
decisions.
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1. Introduction

The elicitation, modeling, and representation of preferential
information are crucial steps in providing decision-makers (DMs)
with sound decision analysis and aiding tools. Multiple criteria
decision aid (MCDA) provides a wide arsenal of techniques and ap-
proaches to address such issues in the context of decision problems
involving multiple (conflicting) criteria. Among others, MCDA tech-
niques employ information on the preferential system of the DM to
build criteria aggregation models for evaluating a set of alternative
ways of action.

Information on the DM'’s preferential system and judgment pol-
icy can be obtained either directly or indirectly. In this paper we con-
centrate on the latter approach, referred to as “preference
disaggregation analysis” (PDA, Jacquet-Lagréze & Siskos, 2001).
The disaggregation framework does not require the DM to provide
the analyst with specific details on the parameters that define the
criteria aggregation model. Instead, the model building process is
based on the analysis of a small set of representative decision in-
stances (reference set), using non-parametric regression techniques.

The quality of models resulting from disaggregation techniques
depends not only on the information embodied in the sample of
decision instances but also on the properties of the model fitting
process. In this context, the issue of robustness has recently

* Corresponding author. Tel.: +30 2821037318; fax: +30 2821069410.
E-mail addresses: mdoumpos@dpem.tuc.gr (M. Doumpos), kostas@dpem.tuc.gr
(C. Zopounidis), egalariotis@audencia.com (E. Galariotis).
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received much attention (Roy, 2010). The research in the area of
building robust multicriteria decision models and obtaining robust
recommendations with disaggregation techniques has adopted
two main approaches. The first is based on the use of analytic
methodologies for: (a) formulating preference relations and rec-
ommendations based on characterizations of the range of decision
models compatible with the DM’s judgments on the reference set
(Greco, Mousseau, & Stowinski, 2010; Kadzifski, Greco, & towinski,
2012) and (b) building robust decision models that best represent
the information embodied in the reference data (Bous, Fortemps,
Glineur, & Pirlot, 2010; Doumpos & Zopounidis, 2007; Greco, Kad-
zinski, & Stowinski, 2011). The second line of research has focused
on using simulation techniques to sample different decision mod-
els compatible with the DM’s preferences in order to form robust
recommendations (Kadzinski & Tervonen, 2013), thus enriching
analytic procedures with a more detailed/explicit view of the out-
puts that can be obtained from the universe of compatible models.

Vetschera, Chen, Hipel, and Kilgour (2010) conducted an exper-
imental investigation of the robustness of the information embod-
ied in a reference set in the context of multicriteria classification
problems. In this study we extend this analysis by focusing on
the robustness and performance of representative decision models
fitted on a set of reference alternatives using different optimization
formulations. Using a good decision model that best represents the
information provided by the DM on the reference data and pro-
vides robust results is of major importance in the context of deci-
sion aiding. Having an analytic or simulation-based
characterization of all compatible models provides the DM with a
comprehensive view of the range of possible recommendations
that can be formed. On the other hand, a single representative
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model is easier to use as it only requires the DM to “plug-in” the
data for any alternative into a functional, relational, or symbolic
model. Furthermore, the aggregation of all evaluation criteria in a
single decision model enables the DM to get insight into the role
of the criteria and their effect on the recommendations formulated
through the model (Greco et al., 2011).

Traditional disaggregation techniques such as the family of the
UTA methods (Siskos, Grigoroudis, & Matsatsinis, 2005) use post-
optimality techniques based on linear programming in order to
build a representative additive value function (AVF) defined as an
average solution of some characteristic models compatible with
the DM’s judgments. Recently, a number of other approaches have
been proposed. For example, Greco et al. (2011) proposed a proce-
dure (which implements max-min optimization models) for build-
ing a representative AVF that provides recommendations on
possible assignments corresponding to the most stable results of
a robust ordinal regression analysis. The proposed procedure is
iterative allowing the DM to specify (interactively) at each itera-
tion different targets that a representative model should achieve.
Similar processes can also be used for the construction of represen-
tative AVFs in a group decision making context (Kadzinski, Greco, &
Stowinski, 2013). Kadzinski and Tervonen (2013) extended this ap-
proach through its combination with a simulation process, which
enhances the results of robust ordinal regression with assessments
on the acceptability (i.e., confidence) of the assignments and pro-
posed an optimization model to construct a model that best repre-
sents the simulation results. Instead of interactive and iterative
model building procedures, other studies have focused on the
introduction of optimization formulations based on new model fit-
ting criteria. For instance, Doumpos and Zopounidis (2007) pro-
posed a formulation based on the regularization principle of
statistical learning, whereas Bous et al. (2010) presented a model
based on the concept of the analytic center.

In this study we analyze such approaches (also introducing a
new linear programming model) in order to examine the way in
which their results represent the information provided by the
DM’s reference judgments and their relationship with the robust
recommendations that can be formulated on the basis of this infor-
mation. Among others, the objectives of the analysis include the
investigation of: (a) the association between robustness and the
selection of representative decision models defined by parameters
that lie near the “center” of the set that consists of all models com-
patible with the DM’s preferences, (b) the connection between the
complexity of a decision model and its robustness and accuracy,
and (c) the ability of different model inference procedures to cope
with models of increasing complexity and the impact that the
characteristics of the data have on the robustness of the inference
process. The analysis is based on simulated data generated with
different characteristics, in the context of multicriteria classifica-
tion problems, which have recently received much attention
among MCDA researchers (Zopounidis & Doumpos, 2002). We fo-
cus on decision models expressed in the form of linear and piece-
wise AVFs, which are widely used in MCDA. The results of the
analysis contribute in improving the understanding of the features
of disaggregation approaches that aim towards identifying repre-
sentative decision models, as well as clarifying the relationship be-
tween the results of such approaches with the concept of
robustness in decision aid.

The rest of the paper is organized as follows. Section 2 presents
different optimization-based approaches for constructing AVFs in
classification problems that best represent the set of models com-
patible with the DM'’s judgments on some decision examples. Sec-
tion 3 discusses the experimental setting used for the comparison
of the selected approaches, whereas Section 4 presents and ana-
lyzes the obtained results. Finally, Section 5 concludes the paper
and outlines some future research directions.

2. Inferring a representative additive value function in
multicriteria classification problems

2.1. General framework

AVFs constitute a simple and easy to use modeling approach to
decision aiding problems. They are based on a sound theoretical
framework (multiattribute value theory), and despite their reliance
on specific preferential independence conditions (Keeney & Raiffa,
1993), they are widely used in decision aiding and modeling.

Assuming that K criteria are used in a multicriteria evaluation
context, an AVF introduces a criteria aggregation model, under
which the global value (performance) of an alternative i is obtained
as follows:

K
V(Xi) = > Wi i(xi) (1)
k=1

where Xx; = (i1, X2, - . -, Xi) i the vector with the data for alternative
i on the evaluation criteria, w, > 0 is the trade-off coefficient for
criterion k (the normalization w; +w, + ...+ wg = 1 is often used)
and v,(-) is the marginal value function of criterion k. The marginal
value functions define the partial performance of the alternative on
each criterion, usually in a scale between 0 and 1.

Under the decision model (1) an alternative i is preferred over
an alternative j if and only if V(x;) > V(X;), whereas the alternatives
are indifferent if V(x;) = V(X;). In a multicriteria classification set-
ting, each alternative should be classified in a set of N pre-defined
categories {Cy,...Cy} ordered such that category C; includes the
best alternatives and category Cy the worst ones. An AVF model
can be easily used to classify any alternative i as follows:

t, < V(x;) < t,_1 < Alternative i belongs to class C, (2)

where to =1 >t; > t;--- > ty_; >ty = 0 is a set of thresholds that
distinguish the categories. Cases where V(x;) = t, clearly lead to
some ambiguity in the assignment of alternative i to one of the pre-
defined categories (i.e., it can be assigned to C, or C,,). In the con-
text of this study we assume that any test alternative i with
V(x;) = t, is assigned to category C,.

The construction of the AVF can be simplified by setting
Uy (Xk) = Wi Uk (Xk), which leads to a rescaled set of marginal value
functions uy, . .., ux normalized in [0, wy]. With this transformation,
the AVF model (1) is expressed in the following equivalent form:

K
VX)) =) ui(xi) (3)
k=1

The AVF model can be linear or nonlinear depending on the
form of the marginal value functions. A convenient and flexible
way to take into consideration a wide class of monotone marginal
value functions, is to assume that they are piecewise linear. Under
this scheme the scale of each criterion k is split into s, + 1 subinter-
vals defined by s, break-points f§ < f} <--- < pt ,, between the
least and the most preferred levels of the criterion (denoted by
B and ﬁfk 1. respectively). Thus, the marginal value of any alterna-
tive i on criterion k can be expressed as:

Sk
Ue(Xi) =D _Pieir 4)
r=1

where dj, = u(85) — w(f* ;) = 0 is the difference between the
marginal values at two consecutive break-points of criterion k and

0 if Xik < ﬁ’ri]
X-By s k ok
P = & M if xi e [y ] (5)
Br=Fr_4
1 if Xy > pt
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Therefore, the AVF (3) can be expressed as a linear function of the
step differences in the marginal values between consecutive
break-points in the criteria’s scale:

K
V(xi) = pidi (6)
k=1

where p; = (P,-lkvpizk-, cee Pf,ﬁ) and dy = (dy1,ds2, - - ., dis,)-

In a preference disaggregation framework for classification
problems, the DM provides a reference set consisting of decision
examples for M alternatives. The reference alternatives are classi-
fied into the pre-defined categories, and the objective is to infer
the parameters of the AVF model (i.e., the vectors d,...,dx and
the classification thresholds) that are consistent with the classifica-
tion of the alternatives. Thus, the inferred model of the form (6)
should satisfy the following set of linear constraints:

V(xi;) > t,+d  V alternative i from category C, (1 </ < N-1)

(7)

V(X)) <tp1-96 V alternative i from category C, (2 < £ < N)

(8)

K
d1ide=1 9)
k=1

d >0 k=1,... K (10)
where1 = (1,1,...,1) is a vector of ones. Constraints (7) and (8) en-

sure that the model is consistent with the classification of the refer-
ence alternatives on the basis of the classification rule (2). In these
constraints ¢ is a small positive constant used to avoid arbitrary re-
sults that arise when the global value of an alternative equals a clas-
sification threshold. Constraint (9) normalizes the AVF such that an
ideal alternative (i.e., with the most preferred levels in each crite-
rion) receives a global value equal to one, whereas the non-negative
constraints (10) on the parameters of the AVF model ensure that the
marginal value functions are non-decreasing (assuming that all cri-
teria are expressed in maximization form).

If the DM’s classifications of the reference alternatives are con-
sistent with an AVF evaluation model, then the polyhedron defined
from the above constraints will be non-empty, thus implying that
there is an infinite number of alternative AVFs (each corresponding
to a feasible solution) consistent with the DM’s judgments of the
reference set. This raises the issue of how can a single representa-
tive AVF be chosen from the set of feasible solutions of the above
constraints. This issue is even relevant when inconsistencies exist
in the decision examples of the reference set, as these inconsisten-
cies can be resolved (algorithmically or interactively with the DM;
Mousseau, Figueira, Dias, Gomes da Silva, & Climaco, 2003), thus
making the robustness concern still relevant in this case too.

In the following subsections we present the alternative ap-
proaches considered in this study for selecting a single AVF repre-
senting the DM’s classifications of the reference alternatives. The
selected approaches, include: (a) a post-optimality procedure that
was the first to be introduced in order to explore some character-
istic feasible solutions to the polyhedron (7)-(10) and obtain a
“central” decision model, (b) a max-min formulation that has been
used in several studies in a robust PDA context, (c) a recently pro-
posed analytic center formulation that operationalizes the “cen-
trality” concept in a more rigorous manner (compared to ad hoc
post-optimality procedures), and (d) a new model based on the
concept of the Chebyshev center of a polyhedron, which can be
identified with a linear programming formulation.

2.2. Post-optimality analysis

To cope with the existence of multiple decision models compat-
ible with the DM'’s evaluations of the reference alternatives,
Jacquet-Lagréze and Siskos (1982) introduced a heuristic post-
optimality procedure, which involves the solution of K pairs of
linear programs, corresponding to the maximization and the
minimization of the trade-off constant for each criterion k, i.e.:

max /min {1'dys.t.: (7)—(10)} (11)

The 2K solutions obtained from this post-optimality process are
some characteristic extreme solutions of (7)-(10), and their average
can be used to form a “representative” AVF model as an approxima-
tion of the polyhedron’s centroid solution. Such a centroid solution
can be considered as representative of the feasible polyhedron of
compatible models as it is less likely to be affected by changes in
the DM'’s judgments on the reference alternatives (i.e., thus being
more robust).

2.3. A max-min formulation

Max-min optimization formulations are often used in PDA in
order to infer the parameters of decision models from assignment
examples. For instance, in the context of multicriteria classification
problems, such formulations have been used by Zopounidis and
Doumpos (2000) in the MHDIS method, Dias, Mousseau, Figueira,
and Climaco (2002) in the ELECTRE method, whereas Greco et al.
(2011) used max-min formulations to infer a representative value
function in robust multiple criteria classification procedure. Simi-
lar models, in the context of ranking problems where also consid-
ered by Beuthe and Scannella (2001).

In the PDA setting considered in this study, a max-min formu-
lation to infer a model compatible with the DM’s judgments on a
set of reference decision instance can be expressed as follows:

max {3 [s.t. 1 (7)—(10)} (12)

This formulation seeks to maximize the minimum separating
gap between two consecutive classes. Bous et al. (2010) note that
such a formulation shrinks the original polyhedron, thus forming
a more “central” set and yielding solutions that are away from
the boundaries of the original polyhedron (i.e., the obtained deci-
sion model satisfies the DM’s preferences in a clearer and more ro-
bust manner).

The above max-min approach can also be explained on the
grounds of the regularization principle, which is a popular ap-
proach in statistical and machine learning for improving the
robustness of prediction models with respect to changes in the ref-
erence set (Hastie, Tibshirani, & Friedman, 2001). Based on this ap-
proach, Doumpos and Zopounidis (2007) introduced a formulation,
which in the case of a consistent reference set, can be expressed as
follows (a regularization approach to construct an additive prefer-
ence model in the context of the dominance-based rough set ap-
proach has also been presented by Dembczynski, Kottowski, &
Stowinski (2006)):

min {f:fdk s.t.: (7), (8), (10)} (13)
k=1

The main feature of the model is that the normalization con-
straint (9) is no longer taken into consideration. Instead, the AVF
model is normalized after the solution of the above problem is ob-
tained. In particular, denoting by F* the optimal objective function
value of (13), the normalized AVF model is simply obtained by
dividing the optimal solution of (13) with F* (Doumpos & Zopouni-
dis, 2007 described the conditions under which it is possible to
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have F* = 0; nevertheless, this is not possible when the reference
set is consistent). The following theorem shows the connection be-
tween formulations (12) and (13).

Theorem 1. The solutions of problems (12) and (13) are equivalent.

Proof 1. Suppose that (13) is solved for some user-defined
6 =3Jp >0 and let F* > 0 be the optimal objective function value.
The optimal solution of (13) normalized with the procedure
described above, is feasible to (12) and yields an objective function
value for (12) equal to Jo/F". If there was a solution to (12) with
0 > do/F", then rescaling it (i.e., multiplying) by /4 leads to a fea-
sible solution for (13) with objective function value &0/ < F7,
which contradicts the initial hypothesis that F* is the minimum
value for the objective function of problem (13).

Similarly, suppose that (12) is solved and let §* > 0 denote its
optimal objective function value. This solution is feasible to (13)
for 6 = 6" and the corresponding objective function value is equal
to one. If there was another solution to (13) with objective function
value F such that 0 < F < 1, then dividing it by F leads to a solution
that is feasible to (12) with objective function value &*/F > &%,
which contradicts the initial hypothesis that §* is the maximum
objective function value for problem (12).

Thus, the optimal solutions of the two problems only differ by a
scaling factor. In that regard they are equivalent. O

2.4. The analytic center approach

The third modeling approach used in this study is based on the
analytic center formulation introduced by Bous et al. (2010). The
analytic center of a polyhedron is defined by a feasible solution
that maximizes the logarithmic barrier function of the constraints’
slacks. In the context of this study we adapt the optimization mod-
el of Bous et al. (2010) to find the analytic center of the polyhen-
dron defined by (7)-(10). This is performed through the solution
of the following convex nonlinear program, which is easily solvable
with existing algorithms (e.g., Newton’s method).

M K
max > (Insf +1Ins;) + ) 1" Iny,
i=1 k=1

subject to: V(x;) —t,—s/ =0 VieC, 1 1
VX)) —tig+s7=-8 VieC, 2

di -y, =0 k=1,....K

K
Zfdk =1
k=1

s;ra Sis ey Vi dk =0 Vl>/7k

<U<N-
<e¢N

(14)

Compared to the previous approaches, this formulation is based
on a more rigorous definition of “centrality” for the resulting deci-
sion model. Furthermore, from an optimization perspective the
solution to the above problem is unique (Bous et al., 2010), thus
minimizing the ambiguity that often arises due to the existence
of multiple optimal solutions in linear programming formulations
for inferring the parameters of decision models.

2.5. A new formulation based on the Chebyshev center

The last model that we test in this study is a new variant-exten-
sion of model (12). Effectively, (12) constructs an AVF such that the
minimum “satisfaction” of the constraints (7) and (8) is maximized
(i.e., the minimum separating gap between the categories). How-
ever, there is no rigorous association between this optimality

objective with the characteristics of the polyhedron (7)-(10) and
its robustness. The analytic center model described earlier seeks
to address this issue, by focusing on identifying the analytic center
of the polyhedron.

Alternatively, it is possible to construct an AVF model from the
Chebyshev center of the polyhedron. The Chebyshev center corre-
sponds to a feasible solution from which the largest possible ball of
radius r can be inscribed within the polyhedron (Boyd & Vanden-
berghe, 2004). In this study we employ this approach to find the
Chebyshev center of the polyhedron (7)-(10). The following linear
programming model is used for this purpose (for details see Boyd &
Vandenberghe, 2004):

max r
subjectto: V(x;)—t,—ar >0 VieC, 1</<N-1
VX)) —t,1+br<0 VieC, 2<L<N
d,-1r>0 k=1,...,K (15)
K
d1'd =1
k=1
de, t;,, 7=>0 V0, k

where g; and b; are the Euclidean norms of the decision variables’
(the vectors dy, ..., dg and the classification thresholds) coefficients
in each of the constraints (7) and (8), e.g. ai=|(Pis.Po,---,
Pic — 1)l

3. Experimental setting

The models presented in the previous section are tested and
compared through a Monte Carlo simulation study based on artifi-
cially generated data, adopting an approach similar to the one used
by Vetschera et al. (2010).

All data used in the experimental analysis are generated from
the multivariate normal distribution with zero mean, unit variance
and correlations uniformly distributed in [0,0.2]. Similarly to
Vetschera et al. (2010) we take into consideration different settings
for the dimensionality of the data, as defined by the number of
alternatives in the reference set, the number of criteria and classes,
as follows:

e Number of classes: N = 2,3,4.
e Number of reference alternatives per class: M/N = 3,5,10, 15.
e Number of criteria: K = 3,5, 7.

With these specifications, the reference sets used in the analysis
involve both low dimensionality and complexity data (e.g., six
alternatives from two categories with three criteria), up to larger
and more complex ones (up to 60 alternatives in four classes with
seven criteria). In all cases, a secondary test sample is also used
consisting of 50 alternatives from each category.

For each combination of the above three factors, 100 simulation
runs are performed.' To generate the data in each run, two data
pools are first generated, each consisting of 1000 alternatives. The
first pool is used to select (at random) the alternatives of the refer-
ence set, whereas the test alternatives are drawn from the second
pool.

The classification of the alternatives is performed with the fol-
lowing procedure. First, all alternatives in the two data pools are
evaluated with a random AVF and their global values (scores) are

1 As a robustness check, the analysis was repeated with an additional set of 100
simulations. The differences between the two tests were found to be statistically
insignificant even at the 10% level according to the Mann-Whitney non-parametric
test.
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obtained.  Then, appropriate  classification  thresholds
1>t >t > -->ty_1 >0 are specified at predefined percentiles
of the global values of the alternatives in the data pool used to for-
mulate the reference set (i.e., the definition of the thresholds is
done independently of the data pool from which the test data are
derived). In particular, for two-class problems the threshold t; that
distinguishes between the two categories is set equal to the med-
ian of the global values. For the three-class problems we use the
30% and 70% percentiles to set t, and t;, respectively, whereas
for the four-class problems the 20%, 50%, and 80% percentiles are
used to define the thresholds t3, t;, t;. Thus, in the multi-class in-
stances, more alternatives are distributed in intermediate catego-
ries than the extreme ones, which is a realistic assumption. With
these thresholds, all alternatives in the two data pools are assigned
to the predefined number of categories. Finally, from each category
a random selection is performed to formulate the reference and
test sets with the composition (number of alternatives per cate-
gory) noted above.

For simplicity, it is assumed that the DM'’s preferences are
compatible with a linear AVF. Thus, a randomly generated linear
AVF is used in each run of the simulation experiment to classify
the alternatives in the two data sets. It should be noted, however,
that employing a linear AVF model is not a restrictive setting, as
piecewise linear additive models are also linear with respect to
their parameters (i.e., they are expressed in the linear form (6)).
Nevertheless, given that, in realistic cases, the actual preferential
structure of the DM is not really known, an analyst may decide to
employ a more general modeling form (e.g., piecewise linear AVF)
than the one implied by the reference data in order to be able to
get more general conclusions and gain insights that a simpler
model (e.g., linear AVF) may fail to capture. When working with
additive value models, this is based on the fact that a piecewise
linear AVF completely covers a linear AVF, and consequently
whatever result is derived by a linear AVF can also be obtained
with a piecewise linear model, while the opposite is generally
not true. However, as piecewise linear AVFs have more degrees
of freedom, their robust inference from small reference sets is
more involved and a poor PDA formulation may fail to provide
good results. Thus, the robustness properties of the feasible poly-
hedron (7)-(10) are not only affected by the characteristics of the
reference data, but also by the form of the decision model (e.g., as
the AVF model becomes more complex, the polyhedron widens
and the choice of a representative solution becomes more chal-
lenging). From this perspective, we also consider the inference
of piecewise linear AVFs (with three subintervals for all marginal
value functions of the criteria) from the reference data described
above, in order to analyze how the above issue affects the robust-
ness and quality of the results obtained with different PDA formu-
lations (i.e., how the results of PDA formulations are affected
when the set of alternative compatible models becomes larger).

All computational experiments were performed in MATLAB®
R2012b using a PC with a quad-core Intel i7-2600 K/3.4 GHz pro-
cessor and 16 GB of RAM.

4. Results
4.1. Analyzing the robustness of compatible decision models

In order to investigate the robustness features of the selected
formulations, first we analyze the polyhedron induced by the con-
straints (7)-(10), for each of the artificially generated reference
sets. In particular, for each reference set a hit-and-run sampling
approach (Kroese, Taimre, & Botev, 2011; Tervonen, van Valken-
hoef, Bastiirk, & Postmus, 2013) is used to generate 5000 AVFs uni-
formly distributed in the polyhedron of all AVFs compatible with

the classification of the reference alternatives. As previously men-
tioned, the sampling of compatible AVFs is repeated twice, first
with a linear AVF and then with a piecewise linear model.

With each of the 5000 sampled compatible models, two assign-
ment rules are employed to classify the alternatives in the test
samples:

e Robust assignment rule: Each alternative i is classified into one of
the predefined categories using all sampled AVFs and a class
acceptability index (CAly) is calculated as the frequency of the
assignment of alternative i in a category C, (Kadzinski & Tervo-
nen, 2013; Tervonen, Figueira, Lahdelma, Dias, & Salminen,
2009). Thus, the CAI represents the likelihood that an alterna-
tive is classified into a specific category, on the basis of the
information provided by the DM’s judgments in the reference
set. The aggregate assignment is then defined by the majority
rule (i.e., alternative i is assigned to the most likely category
with the maximum CAI).?

Centroid assignment rule: The sampled AVFs are averaged to pro-
duce a single AVF corresponding to the centroid of the feasible
polyhedron. This centroid AVF is then employed to classify the
alternatives from the test set.

The robust assignment rule provides a benchmark for analyzing
the robustness of the results obtained from the optimization for-
mulations presented in Section 2. In general, the assignments of
the robust assignment rule cannot be reproduced (exactly) by a
single decision model, as they result from the combination of mul-
tiple models. On the other hand, the use of multiple decision mod-
els makes it very difficult for the DM to get straightforward
insights on how the final recommendations are obtained from
the available data. The centroid assignment rule overcomes this
shortcoming as it is based on a single AVF constructed by averaging
all compatible decision models. The results of the average (cen-
troid) AVF are expected to approximate the robust assignments,
but discrepancies between the two averaging procedures may
occur.

With the sampled compatible AVFs, the following measures are
used to analyze the robustness of the preferential information that
the reference data provide:

e Mean class acceptability index (MCAI). As defined above, the class
acceptability index CAl;, indicates the percentage of compatible
AVFs that assign alternative i in category C,. The MCAI is then
defined by averaging the acceptability indices over all test alter-
natives, under a particular classification rule (e.g., robust or cen-
troid).> In particular, let y,,y,,... Yum.. denote the class
assignments for M test alternatives, obtained with a given deci-
sion model (i.e., classification rule), such that y; € {Cy,...,Cy}, for
alli=1,2,..., M. Then, the MCAI is defined as follows:

‘l Miest
MCAI = 100 CAly,
M[es[ ; Y

A MCAI close to 100 indicates that the assignments obtained
with the considered classification rule for the test alternatives
are robust as they are verified by all AVFs compatible with the
information provided in the reference set. It should be noted that
given a set of AVFs sampled uniformly from the feasible polyhe-
dron, the MCAI can be computed for any classification rule (even

2 Under this majority rule it is possible that the maximum CAl is attained for two or
more different classes, which would lead to an ambiguous assignment. Such cases
were not observed in the simulation experiment. Nevertheless, avoiding such
ambiguous situations can be easily done by using an odd number of models in the
majority rule.

3 Vetschera et al. (2010) referred to this index as “overall robustness index”.
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with a single additive value function), as it only requires the
comparison of some specific class assignments (e.g., the ones
of a classification model) to the ones of the randomly generated
AVFs.

Mean entropy of the assignments obtained from all sample AVFs.
While MCAI focuses on a specific assignment of the alternatives,
entropy is used to consider the variability (randomness) in the
results of all sampled models. In this study we employ the fol-
lowing entropy measure for the classifications of an alternative i
by all AVFs:

1 N
Ei = 100(1 + W;CAM In CAIM)

Alternatives for which this entropy measure is close to 100 are
classified in a single category by all AVFs compatible with the
reference set, whereas the ambiguity is maximum for alterna-
tives with entropy close to zero (i.e., in such cases CAI;, ~ 1/N,
forall¢=1,...,N). The mean entropy is then employed by aver-
aging the above entropy measure over all alternatives in a test
sample.

Mean coefficient of variation (CV) of the criteria trade-offs in the
sampled AVFs. The previous two measures focus on the classifi-
cation assignments of the alternatives. However, it may happen
that robust assignments are obtained from models with very
different specifications of their parameters. Naturally this leads
to some ambiguity on how a single decision model can be spec-
ified that will best represent the different compatible sets of the
model’s parameters. In that sense, the robustness concern is not
solely restricted to the outputs of alternative decision models,
but it also involves the structural form of these models and their
parameters. In this experimental analysis we analyze this issue
by measuring the variability of all compatible criteria trade-offs
through the following CV measure:

1 K Ok
CV_E;ﬁ

where oy is the standard deviation of the trade-off constant of cri-
terion k in the sampled AVFs and Wy is the corresponding mean
value. The CV is close to zero in cases where the criteria trade-offs
are almost the same in all AVFs compatible with the information
provided by a reference set (i.e., oy ~ 0), whereas CV becomes
higher in cases where the variability of the trade-offs increases,
thus indicating that the DM’s judgments on the reference alterna-
tives can be represented by a set of very different AVFs.

Table 1 summarizes the results from an ANOVA on ranks non-
parametric full factorial analysis (Conover & Iman, 1981; Sawilow-
sky, 1990) for the above three robustness indicators as well the
classification accuracy (CA) of the robust assignment rule for the
test alternatives. The factors considered in the analysis include
the characteristics of the reference set (number of criteria, classes,
and alternatives from each class) and the AVF modeling form. Un-
der the entropy and the CV indexes all main effects and interac-
tions are found significant at the 1% level. The same applies to
the four main effects and all two-way interactions for the CA and
the MCAL As far as the higher-order interactions are concerned,
the combination of the AVF modeling form, with the number of cri-
teria, and the number of categories is insignificant under both the
CA and the MCAI, whereas the three way interaction of the three
factors that describe the data (criteria, classes, alternatives per
case) is significant only at the 5% level.

More detailed summary results for the robustness indicators
are presented in Table 2. The entries in the table are averages com-
puted over all data sets with the number of criteria (K), categories

(N), and reference alternatives per category (M/N) indicated in the
first column. In accordance with the results of Vetschera et al.
(2010), all three measures clearly indicate that robustness
improves significantly as more information is embodied in the ref-
erence set (i.e., when the number of alternatives in the reference
set from each category (M/N) increases). On the other hand, as
the number of criteria (K) increases, robustness gets lower. This
is explained by the increase in the variability of the decision mod-
els, which is evident in the CV for the criteria’s trade-offs.

As far as the effect of the number of categories (N) is concerned,
the entropy measure and the CV of the criteria trade-offs indicate
that robustness increases in problems with more than two catego-
ries. The MCAI, on the other hand provides mixed indications with
minor differences in the case where a linear AVF is inferred
(according to the Kruskal-Wallis test, the differences between
the different settings for the number of categories are not signifi-
cant at the 1% level), whereas with a piecewise linear AVF the MCAI
decreases as the number of categories increases. The observed dis-
crepancies for the three robustness indicators imply that in classi-
fication problems, robustness comparisons between problems with
different number of categories should be made with caution when
based on such measures of robustness.

The variability of the classification results as measured with the
entropy index and the MCAI is consistently higher when a piece-
wise AVF decision model is employed. On the other hand, the coef-
ficient of variation for the criteria trade-offs is lower for piecewise
linear models compared to the case where a linear AVF is used.
However, it should be noted that for a piecewise linear AVF, the cri-
teria trade-offs are not the only parameters that define the decision
model (the form of the marginal value functions is an additional
important parameter). Thus, even though the trade-offs may exhi-
bit lower variability in this case, the implications of this result are
not directly comparable to the case of a linear model.

Overall, it is worth noting that except for the data characteristics
of the reference data and the problem, the results confirm that the
specification of an appropriate modeling form is an important factor
related to the robustness of the results (this issue has also been
highlighted by Stewart (1993, 1996)). In particular, using a more
complex model than the one that actually expresses the DM’s judg-
ments in the reference set has a significant negative effect on the
robustness of the information that the reference set provides.

As shown in Table 3 this has further implications for the perfor-
mance (classification accuracy) of the models when applied to
evaluate alternatives outside the reference set (i.e., test sample).
The reported results for the robust assignment rule clearly indicate
that increasing the degrees of freedom of the inferred decision
model has a negative effect (the significance of the differences be-
tween the linear and the piecewise linear models was confirmed
with the Wilcoxon signed-rank test at the 1% level). The effects
of the number of criteria, the number of classes, and the number
of reference alternatives in each category are very similar to the
findings discussed above for the three robustness indicators. This
is in line with the results reported by Vetschera et al. (2010) on
the positive association between classification accuracy and
robustness. Nevertheless, similarly to the remark made earlier on
the interpretation of the robustness indicators for problems with
different number of categories, it should again be noted that estab-
lishing a robustness—accuracy connection when referring to prob-
lems with such different characteristics, seems to be troublesome
and deserves further analysis.

As far as the discrepancies between the robust and centroid
assignment rules are concerned, they were found to be very lim-
ited, as the percentage of test alternatives for which the two rules
provided different results was limited to 1-1.5% (on average) for
reference sets with three alternatives per class and less than 1%
for larger reference sets. This finding confirms that recommenda-
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Table 1 tions obtained from a decision model defined by the centroid of the
ANOVA on ranks (F ratios and p values). set of solutions which are compatible with the DM’s judgments,
CA MCAI Entropy CV are robust in the sense that the likelihood of obtaining different
AVF 15013 24956 25067  3632.0 recommendations with other compatible models is minimized.
(0.000)  (0.000) (0.000)  (0.000) This justifies the attempts made in past studies to development
Criteria 661.1 15662 19190 35124 formulations and approaches that aim to build decision models
(0.000) ~ (0.000)  (0.000)  (0.000) corresponding to some central solutions (e.g., the post-optimality
Altern. (202 (2)2)'05) (701'8(5)'3) ?g (7)(6)'03) (38 gg'ol) of Section 2.2 or the formulations in Sections 2.4 and 2.5). The re-
Classes 266 375.3 25592  4116.0 sults in the next subsection focus on the comparison of the results
(0.000)  (0.000)  (0.000)  (0.000) obtained from such approaches, in light of the robustness results
AVF x Criteria 6.0 7.7 7.8 99.3 presented above.
(0.003)  (0.000) (0.000)  (0.000)
AVE x Altern. (205 ;)500) (101.3'30) (503 6300) ?(i ;?00) 4.2. Comparative analysis of the selected PDA formulations
AVF x Classes 169.2 358.0 155.1 65.7
(0.000)  (0.000) (0.000)  (0.000) The analysis in the previous section focused on providing some
Criteria x Altern. 3.8 10.6 7.8 125 basic results on the characteristics of the polyhedron defined by
Criteri (0.001)  (0.000)  (0.000)  (0.000) the set of decision models compatible with DM’s judgments on
riteria x Classes 4.2 41 4.2 11.6 N . A
(0.002) (0.002) (0.002)  (0.000) the reference alternatives. These results constitute the basis for
Altern. x Classes 27.0 59.0 17.0 34.5 comparing the four approaches described in Section 2 for building
(0.000)  (0.000)  (0.000)  (0.000) a decision model that best represents the reference data, namely:
AVF x Criteria x Altern. 6.4 20.7 12.6 5.0
AVF x Criteria x Classes E)(.)S.)OOO) (1(.);1000) El(.)éOOO) (7(.)5000) » the basic post-optimality approach (11),
(0.476)  (0.235) (0.001)  (0.000) o the max-min model (12),
AVF x Altern. x Classes 45 7.1 206 5.6 o the analytic center model (14), and
o (0.000)  (0.000)  (0.000)  (0.000) e the Chebyshev center model (15).
Criteria x Altern. x Classes 1.8 1.9 15.8 46.0
AVF x Criteria x Altern. x Classes (1(.)'7039) (2(')5029) (2(.)('5000) %000) The comparative results presented in this section will be dis-
(0.067) (0.003) (0.002)  (0.000) cussed in relation to: (a) the class acceptabilities (confidence) of
the assignments of the models constructed with each approach,
(b) the relationship between the parameters of the models and
the ones corresponding to the actual and centroid models, and
Table 2 (c) the classification performance of the models when applied to

Averages of robustness indicators. the test samples.

Linear AVF Piecewise linear AVF 4.2.1. The assignments’ acceptability
MCAI  Entropy  CV MCAI  Entropy  CV Tables 4-6 summarize the results for the MCAI obtained from
K 3 9235 82.78 032 8940 76.93 0.28 the four approaches, under the three main design factors (criteria,
5 89.77 7697 044 8673  71.13 0.34 alternatives, classes). Each table presents the relative percentage
7 88.08  73.21 051 8550  68.59 0.37 differences between the MCAI obtained with the robust assign-
N 2 90.34  70.02 053 89.73  67.66 0.39 ment rule and the ones from each of the four tested approaches.
3 89.70  79.12 040 8656  72.77 0.33 Obviously this difference is by definition non-positive as the robust
4 9016 8382 033 8535 7622 0.28 rule assigns the alternatives into the most likely category. Having a
M/N 3 8347 6430 054 8143 6087 0.39 single decision model providing similar results to the robust rule
> 8826 7367 047 8543 68.55 0.6 would be convenient in the context of robust decision aid.
10 9327 8422 036 8989  77.55 0.30 . . .
15 9527 8842 032 9209 81.90 0.28 The obtained results indicate that the decision models con-
overall 9007  77.65 042 8721 7222 033 structed with the analytic center formulat_lon are the best perform-
ers overall, followed by the models obtained with the Chebyshev
model, whereas the basic post-optimality approach and the max-
min model provide worse results. This holds for both linear and
piecewise linear AVFs, with the only difference being that the
Table 3 max-min model outperforms (overall) the post-optimality ap-

proach in the latter case, whereas in the former case the relative

Classification accuracies for the robust assignment rule. . '
performance of these two approaches is reversed. Overall, and in

K N accordance with the results reported in the previous section, the
3 5 7 2 3 4 Overall divergences between the models obtained with the four ap-
Linear AVF proaches and the robust rule become much larger as the degrees
M/N 3 90.81 8690 8454 8740 8665 8821 8742 of freedom of the decision model increase. Nevertheless, this effect
0 9414 9176 9038 9130 9161 9337 9209 is weaker for the Chebyshev and the analytic center models.
10 97.59 96.14 94.84 9467 9646 9745 96.19 As f th ber of criteria is involved (Table 4), the di
15 9859 9772 97.10 9640 98.06 9895 97.80 $ lar as the number of criteria 1s involved (1able <), the diver-
Overall 9528 9313 91.72 9244 9319 9450 93.38 gences between the four approaches and the robust rule, become
Piecewise linear AVE la'rger as the number ‘of criteria increases. This negative effect is
M/N 3 8752 8321 81.14 87.02 8333 8152 8396 higher for the max-min model compared to the other approaches
5 91.38 87.76 8577 9040 87.69 86.81 8830 (e.g., the divergence with seven criteria is more than double the
10 94.96 92.39 90.54 93.04 92.02 92.82 92.63 one Wlth three Criteria)'

15 96.74 9480 9329 9497 9430 9556 94.94

oOverall 9265 8954 $768 9196 8934 8918 $9.96 The increase in the number of reference alternatives has a

strong positive effect on the acceptability of the assignments pro-
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Table 4
Relative percentage differences in MCAI compared to the robust assignment rule, by
the number of criteria.

3 5 7 Overall

Linear AVF

Post-optimality -1.71 —2.04 -3.10 -2.27
Max-min -1.43 -2.55 -3.62 -2.52
Chebyshev cntr. -1.28 -1.86 -2.37 -1.83
Analytic cntr. —-0.58 -0.88 -1.06 —0.84
Piecewise linear AVF

Post-optimality -7.15 —8.08 -8.86 —8.02
Max-min -3.91 —6.55 -8.94 -6.43
Chebyshev cntr. -2.31 -3.23 -3.99 -3.16
Analytic cntr. -1.76 -2.12 -2.19 -2.02

Table 5
Relative percentage differences in MCAI compared to the robust assignment rule, by
the number of reference alternatives.

3 5 10 15 Overall

Linear AVF

Post-optimality -5.30 -2.66 -0.97 —0.54 -2.27
Max-min -5.54 -3.03 -1.18 -0.71 -2.52
Chebyshev cntr. -3.74 -2.21 -1.00 -0.61 -1.83
Analytic cntr. -1.10 -0.97 -0.71 -0.60 —0.84
Piecewise linear AVF

Post-optimality -14.82 -10.17 —4.94 —-3.01 -8.02
Max-min -11.80 -7.84 —4.13 -2.62 -6.43
Chebyshev cntr. -5.09 -3.81 -2.38 -1.62 -3.16
Analytic cntr. -1.73 -2.10 -2.15 -2.06 -2.02

Table 6

Relative percentage differences in MCAI compared to the robust assignment rule, by
the number of reference classes.

2 3 4 Overall

Linear AVF

Post-optimality -2.53 -2.20 -2.09 -2.27
Max-min -3.57 -2.31 -1.68 -2.52
Chebyshev cntr. -2.09 -1.78 -1.62 -1.83
Analytic cntr. -0.95 -0.84 -0.71 -0.84
Piecewise linear AVF

Post-optimality —7.56 -8.78 -7.73 -8.02
Max-min -7.01 —6.56 —5.68 -6.43
Chebyshev cntr. -2.75 -3.38 -3.37 -3.16
Analytic cntr. -1.73 -2.16 -2.18 —2.02

duced by the four approaches (Table 5). Under a linear AVF with 15
references alternatives from each category, the MCAI for the results
of the four approaches is very close to the MCAI of the robust
assignment rule and the differences between the alternative ap-
proaches are limited (with the post-optimality approach producing
slightly better results). In cases where a piecewise linear AVF is in-
ferred, the post-optimality approach together with the max-min
model and the Chebyshev center formulation improve the most
with the use of more reference alternatives, whereas the results
for the analytic center model appear to slightly worsen.

Finally, with respect to the number of categories (Table 6), all
models provide better results in cases with four categories when
a linear AVF is inferred, whereas with a piecewise linear model
the effect of the number of categories appears mixed and less clear.

Table 7 provides a summary comparison of the four approaches
in terms of their performance on MCAI For each combination of
the design factors (criteria, alternatives, classes; 36 combinations
overall), the differences between each pair of approaches were as-
sessed in terms of their statistical significance with a one-tailed
Wilcoxon signed-rank test (at the 1% significance level with the
Bonferroni-Holm correction to account for multiple comparisons).

The table reports the number of factor combinations in which an
approach (row) performed significantly better than another
(column). As shown in the obtained results, the analytic center ap-
proach was never significantly outperformed by the other ap-
proaches. On the other hand, under a linear AVF setting it
performed significantly better than the other approaches in a con-
siderable number of factor combinations (19-21), mostly in cases
with a small number of reference alternatives. With the piecewise
linear setting, the number of cases where the analytic center model
performed significantly better than the rest of the approaches is
higher, again involving mostly cases with small references sets
(for instance, no significant differences were observed in compari-
son to the Chebyshev model with references consisting of 10-15
alternatives from each category).

The above results on the relationship between the most robust
assignments and the ones obtained with the models constructed
with the four approaches, were also confirmed through the exam-
ination of the percentage of test alternatives for which the robust
assignment was different from the results of the inferred AVFs. Un-
der the linear AVF setting, this was found to be 3.88% for the ana-
lytic center model (on average), as opposed to 6.05% for the
Chebyshev model, 6.78% for the post-optimality approach, and
7.08% for the max-min model. On the other hand, with the piece-
wise linear AVF, the frequency with which differences were ob-
served from the robust assignment was high consistently higher
for all approaches (6.94% for the analytic center, 9.06% for the
Chebyshev model, 13.54% for the max-min model, and 15.46%
for the post-optimality approach).

4.2.2. Criteria trade-offs

Except for the analysis of the assignments of the models devel-
oped with the four considered approaches we also examine the
estimations obtained with regard to the criteria trade-offs in the
constructed AVFs. It is worth noting that three of the approaches
used in the comparison (i.e., the post-optimality approach, as well
as the Chebyshev and analytic center models) are based on the
identification of central solutions within the feasible set of a mod-
el’s parameters. In that regard, we examine the relationship be-
tween the trade-offs in the models obtained with the considered
formulation in comparison to the centroid model. Furthermore,
comparisons are also performed with the trade-offs in the actual
decision model used to classify the data. The mean absolute devi-
ations (MAD) in the trade-off vectors for these comparisons are
summarized in Tables 8-10.

With a linear AVF the centroid solution obtained by averaging
the simulated compatible decision models, is the one that is closer
to the actual trade-offs in the decision model used to classify the
data (with an overall MAD equal to 4.29%), followed by the analytic
center model. The Chebyshev model performs slightly better than
the post-optimality approach, mainly in more complex cases (i.e.,
problems with seven criteria, four classes, and 10-15 reference
alternatives from each category). Overall, the differences between
the two methods were found significant at the 1% level according
to the Wilcoxon signed-rank test. The Chebyshev model even out-
performs the analytic center approach in problems with four cate-
gories (the difference being significant at the 1% level), as well as
when larger reference sets are employed (i.e., 10-15 reference
alternatives in each category; differences significant at the 1% le-
vel). On the other hand, the trade-offs in the models obtained with
the max-min model are the ones that are most different from the
actual trade-offs (with an overall MAD equal to 6.1%), even though
its results improve significantly in multi-class instances (e.g., with
four classes) as well as with larger reference sets.

As the degrees of freedom of the decision model increase
(piecewise linear AVF), the trade-offs obtained with the analytic
center model are the ones that best match the actual trade-offs
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Table 7
Pairwise comparison of the methods in terms of MCAI

Table 10
Mean absolute deviations (in %) from the criteria trade-offs of the actual model
(deviations from the centroid model in parentheses), by the number of classes.

Post-optimality Max-min Chebyshev Analytic
cntr. cntr. 2 3 4 Overall
Post-optimality - 3(3) 0(0) 0(2) Linear AVF
Max-min 4(13) - 0(0) 1(1) Centroid 6.48 3.87 2.53 429
Chebyshev cntr. 5(30) 13 (32) - 0(3) Post-optimality 7.93 4,51 3.11 5.19
Analytic cntr. 20 (30) 21 (28) 19 (16) - (4.89) (2.64) (1.74) (3.09)
——— - - — Max-min 10.11 5.10 3.11 6.10
Number of factor combinations in which the approach in row performed signifi- (8.45) (3.63) (2.19) (4.76)
cantly better than the approach in column (one-tailed Wilcoxon signed-rank test at Chebyshev cntr. 7.97 463 297 5.19
the 1% significance level with Bonferroni-Holm correction); linear AVF outside the (5.66) (3.10) (2.12) (3.63)
parentheses and piecewise linear in the parentheses. Analytic cntr. 7.45 4.43 3.03 497
(3.86) (2.29) (1.59) (2.58)
Piecewise linear AVF
Centroid 8.64 5.66 3.99 6.10
Post-optimality 12.22 8.33 5.94 8.83
Table 8 ‘ (7.88) (5.50) (3.80) (5.73)
Mean absolute deviations (in %) from the criteria trade-offs of the actual model Max-min 12.07 6.83 4.68 7.86
(deviations from the centroid model in parentheses), by the number of criteria. (8.59) (5.23) (3.40) (5.74)
Chebyshev cntr. 8.42 5.70 4.14 6.09
3 5 7 Overall (3.64) (3.24) (2.42) (3.10)
Linear AVF Analytic cntr. 7.49 5.17 3.85 5.50
Centroid 453 442 3.94 429 (2.95) (2.84) (2.15) (2.65)
Post-optimality 5.26 5.35 4.95 5.19
(2.79) (3.11) (3.37) (3.09)
Max-min 6.39 6.23 5.69 6.10 . .
(4.66) (4.88) (472) (4.76) The trade-offs estimated t_hr(_)ugh the analytlc_ center _model are
Chebyshev cntr. 5.67 5.23 467 519 also the ones that are most similar to the centroid solution, under
(4.00) (3.61) (3.27) (3.63) both a linear and piecewise linear modeling setting (overall MAD
Analytic cntr. 535151 52-0525 423(‘)‘8 42~9578 equal to 2.58% and 2.65%, respectively). With a linear AVF the
11 (2:55) (2.08) (2:58) trade-offs produced with the post-optimality approach are closer
Ic) ‘“f""ffje linear AVF 6.0a 612 599 610 to the centroid than the ones of the Chebyshev and max-min mod-
entrol . . . . . . .
Post-optimality 1021 8.62 766 8.3 els, whereas under the piecewise linear case the Chebyshev model
(8.66) (4.91) (3.61) (5.73) outperforms the two other approaches. These results indicate that,
Max-min 8.89 7.77 6.92 7.86 generally, the two approaches that operationalize the centroid con-
(7.40) (5.38) (4.44) (5.74) cept directly into the model inference process (i.e., analytic and
Chebyshev cntr. (74'10471) ?2'0860) ?2'1]40) 53'0?0) Chebyshev centers) do produce results that are indeed closer to
Analytic cntr. 6.19 556 476 550 the actqal centroid .of thg feasible polyhedron, partlcularl.y in more
(4.19) (2.27) (1.48) (2.65) constrained cases (i.e., with large reference sets, more criteria, and

Table 9
Mean absolute deviations (in %) from the criteria trade-offs of the actual model
(deviations from the centroid model in parentheses), by the number of alternatives.

3 5 10 15 Overall
Linear AVF
Centroid 6.73 497 3.14 233 4.29
Post-optimality 8.30 5.99 3.73 2.73 5.19
(5.24) (3.60) (2.04) (1.47) (3.09)
Max-min 10.58 7.12 3.83 2.89 6.10
(8.61) (5.47) (2.93) (2.02) (4.76)
Chebyshev cntr. 8.53 6.04 3.52 2.67 5.19
(5.92) (4.14) (2.56) (1.90) (3.63)
Analytic cntr. 7.32 5.66 3.75 3.15 4.97

(3.02) (2.87) (2.35) (2.08) (2.58)

Piecewise linear AVF

Centroid 8.45 6.80 5.10 4.03 6.10
Post-optimality 13.23 10.34 6.71 5.04 8.83
(7.92) (6.63) (4.66) (3.69) (5.73)
Max-min 12.16 8.86 5.76 4.66 7.86
(8.25) (6.56) (4.56) (3.60) (5.74)
Chebyshev cntr. 8.21 6.67 5.13 4.34 6.09
(3.55) (3.38) (2.93) (2.54) (3.10)
Analytic cntr. 7.89 6.08 4.36 3.69 5.50

(2.00) (2.53) (2.98) (3.07) (2.65)

(overall MAD equal to 5.5%), followed by the Chebyshev model and
the centroid solution, which both produce similar results. In this
case, the post-optimality approach provides the worst results
(overall MAD equal to 8.83%).

categories). However, with larger polyhedra derived from small-
size reference data, such models may still provide poor proxies of
centroid solutions.

4.2.3. Classification accuracy

At the final stage of the analysis, the classification accuracy of
the models is examined for the test alternatives (out of sample
accuracy). In this context, we define classification accuracy as the
ratio between the number of correct classifications produced by
a model (for the test alternatives) to the number of alternatives
in a test sample. Detailed results are presented in Tables 11-13.

The overall results indicate that the analytic center formulation
provides the highest accuracies, under both the linear and piece-
wise linear setting for the form of the AVF models, followed by
the Chebyshev and max-min models, whereas the post-optimality
approach provides the worst results. Compared to the robust
assignment rule (cf. Table 3) the accuracies of the four approaches
are consistently lower. With a linear AVF, the overall differences
compared to the robust rule range between 0.98% for the analytic
center model and 2.75% for the post-optimality approach, whereas
for the piecewise linear setting they even higher (2.14% for the ana-
lytic center model up to 7.65% for the post-optimality approach).
These results further confirm the association between robustness
and classification performance which was found in Section 4.1
and also identified by Vetschera et al. (2010).

The classification performance of the analytic center model
shows lower variability (compared to the other approaches) across
the different settings for the number of criteria and alternatives.
On the other hand, the improvement obtained with larger refer-
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Table 11
Classification accuracies (in %) by the number of criteria.
3 5 7 Overall
Linear AVF
Post-optimality 93.01 90.70 88.17 90.63
Max-min 93.50 90.46 88.04 90.66
Chebyshev cntr. 93.67 91.28 89.40 91.45
Analytic cntr. 94.57 92.01 90.61 92.39
Piecewise linear AVF
Post-optimality 84.74 82.15 80.03 82.31
Max-min 88.30 83.59 80.66 84.18
Chebyshev cntr. 89.86 86.44 84.69 86.99
Analytic cntr. 90.27 87.27 85.90 87.82
Table 12
Classification accuracies (in %) by the number of reference alternatives.
3 5 10 15 Overall
Linear AVF
Post-optimality 81.74 88.97 94.88 96.92 90.63
Max-min 81.77 88.86 95.03 97.00 90.66
Chebyshev cntr. 83.56 89.82 95.29 97.13 91.45
Analytic cntr. 86.21 91.05 95.49 96.82 92.39
Piecewise linear AVF
Post-optimality 71.08 78.84 87.71 91.59 82.31
Max-min 74.55 81.48 88.56 92.14 84.18
Chebyshev cntr. 80.14 84.73 90.07 93.04 86.99
Analytic cntr. 82.86 86.49 89.94 91.97 87.82
Table 13
Classification accuracies (in %) by the number of classes.
Alternatives 2 3 4 Overall
Linear AVF
Post-optimality 89.66 90.64 91.58 90.63
Max-min 88.81 90.51 92.68 90.66
Chebyshev cntr. 90.47 91.15 92.73 91.45
Analytic cntr. 91.49 92.21 93.48 92.39
Piecewise linear AVF
Post-optimality 84.07 81.10 81.75 82.31
Max-min 85.55 83.00 84.00 84.18
Chebyshev cntr. 89.36 85.71 85.91 86.99
Analytic cntr. 90.46 86.74 86.25 87.82
Table 14
Pairwise comparison of the methods in terms of their classification accuracy.
Post- Max- Chebyshev Analytic
optimality min cntr. cntr.
Post- - 0(0) 0(0) 0(2)
optimality
Max-min 0(7) - 0(0) 0(3)
Chebyshev 0(26) 6 (25) - 0(5)
cntr.
Analytic cntr. 11 (24) 12 (22) 3(8) -

Number of factor combinations in which the approach in row performed signifi-
cantly better than the approach in column (one-tailed Wilcoxon signed-rank test at
the 1% significance level with Bonferroni-Holm correction); linear AVF outside the
parentheses and piecewise linear in the parentheses.

ence sets is stronger for the other approaches. In fact, the max-min
and the Chebyshev models outperform the analytic center ap-
proach in problems with 15 reference alternatives under both
the linear and the piecewise linear modeling settings (the differ-
ences being significant in favor of the max-min and Chebyshev
models under the piecewise linear setting in multi-category prob-
lem instances, according to a one-tailed Wilcoxon signed-rank test

at the 1% significance level with the Bonferroni-Holm correction to
account for multiple comparisons). Finally, similarly to the results
discussed previously, the effect of the number of categories seems
to be mixed, as higher accuracies are obtained in multi-class prob-
lems when a linear AVF is employed, whereas under the piecewise
linear AVF setting the accuracies are higher in two-class problems.

Table 14 presents a summary comparison of the four ap-
proaches in terms of the statistical significance of the differences
in their classification accuracies (at the 1% level). With the linear
modeling setting there were 11 factor combinations where the
analytic center model outperformed the post-optimality approach,
12 cases where it outperformed the max-min model, and three
cases where it performed significantly better than the Chebyshev
center model (all three cases involved small data sets with three
alternatives from each category and two or three categories). With
a piecewise linear AVF, there is an increase in the number of factor
combinations in which the analytic center model outperformed the
other approaches, but the same is also observed in the opposite
direction. In particular, the post-optimality approach performed
significantly better than the analytic center model in two in-
stances, the max-min model in three cases, and the Chebyshev
model in five cases. Again, all these instances involved multi-class
data with 15 reference alternatives from each category.

5. Conclusions

In this study we presented an experimental investigation of
some typical and recently proposed approaches for building a sin-
gle AVF decision model representing the DM’s judgments on a set
of reference examples in a PDA framework for classification prob-
lems. A new approach based on the Chebyshev center of the feasi-
ble polyhedron for the decision model’s parameters was also
introduced.

The obtained results lead to conclusions and suggestions, which
analysts, researchers, and DMs should consider when using PDA
approaches for inferring preferential information and constructing
decision models from data. Among others, the following main
points can be highlighted:

e There is a strong positive association between the robustness of
the recommendations obtained from a multicriteria decision
model with central solutions of the polyhedron that describes
the model’s parameters. This was confirmed by the similarity
of the results obtained under the robust and centroid classifica-
tion rules as well as the good results that the analytic and
Chebyshev center formulations provided compared to other
model inference approaches.

e The differences between alternative model inference formula-
tions become larger in cases where the polyhedron of the mod-
el’s parameters is wide.

e Among the characteristics of the reference data, the number of
reference alternatives from each category seems to be the most
decisive factor, whereas on the modeling side, the number of
free parameters of a model (i.e., its degrees of freedom) is also
critical issue. On the other hand, robustness comparisons
between problems with different number of categories can be
troublesome (as alternative robustness measures may lead to
conflicting indications).

These findings suggest that the use of a good model inference
formulation can indeed make a significant difference in a PDA con-
text, particularly when working with small reference sets and com-
plex models. Approaches that operationalize the search for central
solutions seem to be the best options in such situations. On the
other hand, the aggregation of a limited set of (rather arbitrary se-
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lected) extreme feasible solutions generated with post-optimality
techniques may yield poor results. In any case, larger reference sets
should be sought (whenever possible), which will not only improve
the formulation of more robust recommendations and accurate
models, but also reduce the impact of the model inference ap-
proach employed.

However, the results of this study indicate that there is still
room for developing new improved model inference formulations.
Despite the good performance (relative to the other approaches
considered in this study) of the models based on the concepts of
the Chebyshev and the analytic center, their results were found
to be inferior compared to the ones obtained with the robust and
centroid rules. Thus, it is worthwhile to investigate the possibility
of introducing new approaches (including interactive procedures,
e.g., Greco et al. (2011)) that will facilitate the inference of better
and more robust models, based on improved considerations of
the concept of “centrality” for the feasible polyhedron.

Except for the above issue, the robustness concern should also
be explored in a more general context of model selection, consid-
ering not only model complexity (that was considered in this
study), but also the effect of using different modeling forms (i.e.,
other functional, relational or symbolic models such as outranking
methods and decision rule approaches), including cases where the
selected type of model has incompatibilities with the DM’s system
of preferences (e.g., when a model is inadequate to represent a
complex preference structure). Other problem settings such as
ordinal regression and choice problems can also be considered, to-
gether with further experimentation on real-world data. Finally,
emphasis should be given to the construction of well-founded
and meaningful indicators for measuring robustness with PDA ap-
proaches in a unified context applicable to different instances.
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1. Introduction

Optimization affected by parameter imprecision has been a
focus of the mathematical programming community during the
last twenty years. Solutions to optimization problems can exhibit
remarkable sensitivity to perturbations in parameters of the prob-
lem, thus often rendering a computed solution infeasible, or signif-
icantly suboptimal, or both (Bertsimas, Brown, & Caramanis, 2011).
Therefore the concept of robustness in mathematical programming
has drawn attention of the scientific community in this field and it
is usually under the umbrella of “robust optimization”. By using
the term “robustness” we actually mean that there is some kind
of uncertainty (or imprecision) in the model and we want to be
“at the safe side”. Uncertainty can be present in various forms
(uncertain data linked with future outcomes, imprecise model
parameters, etc.).

Robustness can be defined as a degree to which a solution is
insensitive to underlying assumptions within a model. Key ele-
ments of robust optimization are volatility and flexibility. The for-
mer asks for a solution that is relatively stable to data variations
and hedges against bad outcomes while the latter is concerned

* Corresponding author. Tel.: +30 2107723202.
E-mail address: mavrotas@chemeng.ntua.gr (G. Mavrotas).
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with keeping options open in a sequential decision process having
recourses for the effects of earlier decisions (Greenberg &
Morisson, 2008).

The concept of “robust optimization” in operational research
was introduced by Soyster in 1973 but it received significant atten-
tion after the work of Mulvey, Vanderbei, and Zenios (1995) intro-
ducing the robust model (“almost feasible”) and robust solution
(“close to optimal”). Ben-Tal and Nemirovski (1998, 2000) pro-
posed a robust optimization approach to formulate continuous
uncertain parameters and Bertsimas and Sim (2003, 2004) pro-
posed robust optimization models preserving their linear structure
and make them more tractable. See also Bertsimas et al. (2011) for
a recent review.

Despite the vast work that has been done in last two decades on
single objective mathematical programming problems the concept
of robustness is not so extensively examined in multi-objective
programming. Kouvelis and Yu in their seminal textbook devote
a section to robustness and efficiency (Kouvelis & Yu, 1997; p.
59). Deb and Gupta (2006) introduce the concept of robustness
in multi-objective optimization using meta-heuristics. Liesio,
Mild, and Salo (2007, 2008) focus on robustness in project selection
using mathematical programming. Wang and Zionts (2006) pro-
vide robustness analysis for the Aspiration-level Interactive
Method (AIM). Some recent works also deal with robustness and
multi-objective optimization like Zhen and Chang (2012) where
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robustness is quantified and is used as a second objective function
in a berth allocation problem which is heuristically solved. Roland,
De Smet, and Figueira (2012) provide a stability radius for the effi-
cient solutions in multi-objective combinatorial problems. In a
recent paper Roy (2010) discusses the “multi-faceted” issue of
robustness in the general context of operational research and not
only in optimization. He claims that the “robustness concern”
should be present regarding the choice of model parameters as
they are imperfectly defined (p. 630). A concept of robustness in
multi-objective optimization was also introduced by Figueira,
Greco, Mousseau, and Stowinski (2008) especially regarding inter-
active multi-objective optimization. Finally, Lahdelma, Hokkanen,
and Salminen (1998) introduced method SMAA (Stochastic
Multiobjective Acceptability Analysis) in order to deal with
uncertainties in multi-criteria problems with discrete alternatives.
SMAA can be considered as a robustness (or stability) analysis in
multi-criteria decision making methods (Tervonen, Figueira,
Lahdelma, Almeida-Dias, & Salminen, 2009).

In the present paper we study the concept of robustness in
multi-objective programming. In such problems we aim at selec-
tion of the most preferred among Pareto optimal solutions.
Multi-objective programming combines two aspects: optimization
and decision support as we have to deal with a subjective selection
among objectively determined solutions. The question that we try
to answer in this paper is “how sensitive is our choice on the pref-
erence parameters?”. This means that the concept of robustness
has to do only with the decision maker’s preference and not on
other model’s data. We assume that the decision maker’s prefer-
ence corresponds to a set of weights for objective functions and
we want to examine how sensitive is the obtained solution to
the imposed weights. In Mulvey et al’s. (1995) terminology we deal
with a “solution robust” situation. We want to measure the robust-
ness of Pareto optimal solutions having as source of uncertainty
the precise definition of weights. For this task we design an inte-
grated method that can be used in multi-objective discrete and
continuous problems using a combination of Monte Carlo simula-
tion and optimization (Vose, 1996).

In the proposed method we gradually increase the sampling
space for the objective function weights and we observe how many
times we obtain the selected most preferred solution. In order to
quantify the “persistence” of the selected solution we introduce
appropriate measures of robustness exploiting the results of the
Monte Carlo simulation and optimization. In this way, we can com-
pare Pareto optimal solutions according to their robustness, intro-
ducing one more characteristic for the solution quality. In addition,
especially in multi-objective discrete problems, we can go one step
further detecting new, hopefully most robust Pareto optimal solu-
tions in the selected solution neighborhood. In this case our
approach is not only descriptive but also prescriptive as it does
not only measure the robustness of the Pareto optimal solutions
but also proposes new Pareto optimal solutions in the neighbor-
hood that may be more robust. The aim of the present paper is
to examine the robustness of one Pareto optimal solution (the
selected or most preferred) and not the robustness of the entire
Pareto set.

It must be noted that under the term “sensitivity analysis”
we change one parameter at a time. On the contrary, using Monte
Carlo simulation (like e.g. in SMAA) we can simultaneously change
the required parameters (the weights in our case) in a systematic
way. The proposed approach is also different from the weight
stability intervals used in multi-criteria methods (see e.g.
Mareschal, 1988 for the PROMETHEE method) where the weights
vary one at a time.

In order to examine the applicability of the proposed method, a
computational experiment is designed using three cases: (1) a
Multi-Objective Integer Linear Programming (MOILP) model, (2) a

Multi-Objective Mixed Integer Linear Programming (MOMILP)
model and (3) a Multi-Objective Linear Programming (MOLP)
model. The particular characteristics of each kind of problems
and the differences in their behavior are also discussed.

The remainder of the paper is as follows: In Section 2 we
describe the methodological approach, in Section 3 we describe
the computational experiment. In Section 4 we discuss the results.
Finally, in Section 5 we present the main concluding remarks.

2. Methodological part
2.1. Description of the method

The starting point of our methodology is that there is a Pareto
optimal solution (POS) that emerged as “the most preferred” using
a multi-objective programming method. We refer to this solution
as the reference POS and we denote it using an asterisk (POS*).
Usually, the parameters that express the preferences of a decision
maker are the weights that are attributed to the objective function.
In most multi-objective interactive approaches these weights are
provided directly by the decision maker or they can be indirectly
determined. It must be mentioned that the objective functions
should be first brought in the same scale (normalization) in order
the weights to be meaningful. In the present paper we use the fol-
lowing normalization scheme:

k(X) __ fmin
Z(X) =2k _  for maximization criteria (1)
fmax 7fmm
k k
max
—fiulx L .
Z(X) = kifk() for minimization criteria (2)
fkmax _fkmm

where ™™ and fi"** are the minimum and the maximum of the kth
objective function fi(x) as obtained from the payoff table. We must
also keep in mind that although the meaning of the weights may be
different from method to method, they always represent the prefer-
ence parameters imposed by the decision maker (Steuer, 1986).
Eventually, the reference POS* corresponds to a specific combina-
tion of weights for objective functions (either using a weighted
sum approach, or weighted Tchebycheff, or goal programming, or
aspiration reservation methods), (see e.g. Ehrgott & Gandibleux,
2002; Miettinen, 1999; Steuer, 1986; Wierzbicki & Granat, 1999).

The basic idea behind the proposed method is the following: we
“relax” the weights that correspond to POS* by allowing them to
take values in their “neighborhood”. The “neighborhood” is deter-
mined by the decision maker and it is expressed by an interval
around the so called reference weights and they are symbolized
with wp* (p is the index of objective functions). These intervals
are defined by the neighborhood parameter o which is actually a
percentage of the initial weight. For example, a 10%-neighborhood
means that corresponding weights (wp*) take values in the interval
[wx (1 -0.1), wx (1+0.1)]. For example, if we have three objec-
tive functions and the selected Pareto optimal solution corre-
sponds to the weights 0.1, 0.3 and 0.6 then in Fig. 1 the 10%, 25%
and 50% neighborhood is illustrated.

In order to better examine the weight neighborhood, the deci-
sion maker divides these weight intervals using a number G of grid
points (usually G is set between 5 and 10). The higher the number
G of grid points, the greater the accuracy in evaluation of robust-
ness, but computation time also increases. Starting from the refer-
ence weights wp* grid points help to gradually expand in the
weight neighborhood. If there are G grid points the whole process
is completed in G steps. When we reach gth grid point the weight
interval becomes:

[w; x (1-g/Gxa), w;x(1+g/Gx a)} (3)
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Fig. 1. Illustration of the weight neighborhood for o = 10%, o = 25% and « = 50%.

where wp* is the reference weight for objective function p and a is
the neighborhood parameter i.e. the percentage of reference weight
that defines the border of neighborhood around that weight. There-
fore the maximum weight interval for wp* is:

w, x (1-a), w,x(1+a) 4)
Subsequently, for each grid point g a Monte Carlo simulation is per-
formed in order to sample weights from the corresponding intervals
using a joint uniform distribution (i.e. not one weight at a time, but
all the weights simultaneously). The random sampling within
weight intervals is performed using the sample and rejection tech-
nique. After a vector of uniformly distributed normalized weights
has been generated, the weights are tested against their bounds.
If any of the constraints is not satisfied, the entire set is rejected
and the weight generation is repeated (see e.g. Tervonen &
Lahdelma, 2007; p. 507). This simple technique proved sufficient
for our case as the rejection rate is rather small (from 2% to 12%
which means that for 1000 valid samples we need from 1020 to
1136 Monte Carlo iterations). Probably this is due to the nature of
the weight space in our case. Specifically, the initial weights sum
to 1 and subsequently we symmetrically extend their intervals
around the initial value. Therefore, the resulting weight space can
be easily represented by uniformly distributed vectors. However,
in more complicated cases of weight space, more sophisticated
algorithms for random weight generation need to be considered like
e.g. the hit and run algorithm from Tervonen, van Valkenhoef,
Basturk, and Postmus (2013).

After weight sampling, we use these weights in the scalariza-
tion function of the multi-objective programming model. [t must
be noted that the scalarization function may be of any kind that
uses weights e.g. weighted sum, augmented Tchebycheff (or
Chebyshev), goal programming, etc. (we shall return to this later
on providing some conclusion regarding their sufficiency in spe-
cific kind of models). The results of optimization (i.e. the values
of objective functions and the values of decision variables) are
stored and we continue with the next Monte Carlo iteration. When
we finish the N Monte Carlo iterations we obtain a set of N Pareto
optimal solutions designated as Sg. We then count how many times
in S; we have produced the reference POS* which corresponds to
the weights Wp*. This frequency is an indication of the robustness
of the most preferred solution due to small perturbations within
weights. As we move to the next grid point we actually expand
the weight interval of random sampling. Therefore we expect that
as we move to wider intervals the frequency of POS* to drop. The
degree of resistance to this drop is considered as a measure of
robustness for the specific POS*.

In order to measure the degree of robustness according to this
drop we introduce the Robustness Index (RI) which is calculated
as follows: We calculate the frequency of POS* among the solutions
obtained from Monte Carlo simulation for the specific grid point g.
We draw the chart of frequency as a function of the width of sam-
pling interval as indicated by the grid points. The ordinate of each

100% -
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80% \
70% \ Ar
60% \
50% \
40% \\1
30% A

\\ M
20% A

A A Ag
10% *
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Ao

g —

0% T T T T T T T T T )
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Fig. 2. Example of Robustness Chart.

point /g is the frequency of POS* in the set of solutions S, and the
abscissa is the range around wp* of the sampling interval. This is
definitely a decreasing function and the so called Robustness
Chart depicts the robustness of POS* as sampling intervals around
Wp* are getting wider. An illustrative Robustness Chart is shown in
Fig. 2.

From the Robustness Chart we can calculate the Robustness
Index as a measure of robustness for a specific POS*. The Robust-
ness Index is calculated as the area under Robustness Curve cre-
ated by 7, points divided by the full robustness area which is
actually the case where for the whole interval the frequency
remains at 100% (i.e. a rectangular area 100% x 10% in Fig. 2).
The formula for calculating Robustness Index is the following:

Joth | Mth o 1 deatic) « a
(L + A2 A X 8

Rl =
a
A G-1, |
RI:TOJFZg:MgJFiG 5)
G
Y
- G

From a mathematical point of view, the Robustness Index can be
seen as the integral of the function that expresses the frequency
of POS* in relation to the width of the sampling interval x (x is real
and x < a) divided by the maximum robustness (=a x 100%). In
other words, the function fq(x) that expresses the frequency of
POS* as a function of x, is integrated from 0 to a in order to provide
the Robustness Index of POS*, as follows:

R — o faX)dx faboix (5)

Eq. (5) is actually the arithmetic calculation of the integral of Eq.
(5a) using the corresponding grid points for discretization.

RI is a measure of robustness that can be used to compare dif-
ferent POS* on how much robust they are on small perturbations
of weights. The higher the RI, the more robust the corresponding
POS*. RI quantifies the concept of robustness and can provide use-
ful information to the decision maker enriching his perception
about candidate solutions before reaching his final choice. It must
be noted that RIs are relevant for POS* of the same problem. The
integrated flowchart of the robustness analysis algorithm is shown
in Fig. 3.

It must be noted that the computational effort is almost insen-
sitive to the involved number of objective functions. This can be
attributed to the fact that we work with a scalarization of the
objective functions which always leads to a solution of a single
objective problem. Regarding the representation of the weight
space and how it may explode with more objective functions
(and therefore weights), we must keep in mind that we talk about
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Fig. 3. Flowchart of the algorithm for robustness analysis in multi-objective programming.

a neighborhood around the original weights. This neighborhood is
fairly restricted in comparison to the full weight space (the neigh-
borhood is defined as a range of maximum *20% around the origi-
nal weights). Therefore, even for 5 or 6 objective functions 1000
Monte Carlo iterations can produce an adequate representation
of the weight space. Moreover, if we want to increase the number
of Monte Carlo iterations we can always reduce the number of grid
points of the formulation in order to keep the computational effort
to tractable limits (more iterations per round, but less rounds).
Conclusively, the proposed approach escalates smoothly with the
number of objective functions.

2.2. Comparison of Pareto optimal solutions

Some clarification is required on how we can conclude that one
solution from Sg is the same with POS*. For this comparison we rely
on the value of decision variables and not on the value of objective
functions as there may be alternative optima. In Multi-Objective
Integer Programming (MOILP) problems this is an easy task as
the decision variables are integer (and very often binary) and
therefore the comparison of two solutions is straightforward. In
Multi-Objective Linear Programming (MOLP) and Multi-Objective
Mixed Integer Linear Programming (MOMILP) problems we use
the following approach: For every solution in S, we calculate the
percentage absolute deviation (relative deviation) of every decision
variable’s value from the value of the same decision variable in
POS* according to the following equation:

_ POS*
= X (6a)
1
where x; is the value of ith variable and x/°5" the value of ith variable
in POS*. It must be noted that if x’°" = 0 and x; = 0 then rd; is defined
to be 0 otherwise if x?°" = 0 and x; # 0 then rd; is defined to be 1.
The percentage absolute deviation is calculated also for the
objective function values according to:

B lz, — zgos*

1Z, =
p POS*
2y

(6b)

where z, is the value of pth objective function and z,°" the value of
pth objective function in POS*. Again we define that if z,°" = 0 and
z, = 0 then 1z, is defined to be 0 otherwise if Z,°" = 0 and z, = 0 then
1Zp is defined to be 1. In this way we obtain the deviations in the
decision variable space as well as in the objective space.

Subsequently we find the greatest relative deviation across
decision variables and objective functions. If the greatest deviation
is less than a tolerance (designated as tol) then the two solutions
are considered to be equal. It must be noted that tolerances for
the decision space and the objective space may be different. The
method is illustrated with the following example: Assume that
we have a bi-objective problem with 6 decision variables and 5
solutions to compare with POS* as shown in Table 1.

If we assume a tolerance limit of 10% for decision variables
(the maximum deviation among all variables should be less than
10% in order to be considered “the same as POS*’) and 3% for
objective functions, we see that only solution S2 can be consid-
ered as “same as POS*”). However if we raise the tolerance limit
to 20% and 6% for decision variables and objective functions
respectively, then solution S5 is also added. Usually a tolerance
limit of 5% or 10% is appropriate, but it depends on the problem.
The greater the number of decision variables the lower the toler-
ance limit should be.

3. Computational experiments

We test our method for robustness analysis in multi-objective
programming using three cases: (1) A MOILP problem dealing with
project selection (2) a MOMILP problem dealing with stock portfo-
lio optimization with cardinality constraints and (3) A MOLP prob-
lem dealing with stock portfolio optimization. In all three types of
problems we tested two models, namely, (1) the simple weighted
sum of objective functions and (2) the Augmented Weighted
Tchebycheff (AWT) method (Steuer, 1986). The reason for using
AWT is its capability to generate unsupported POS in MOILP problems
(Steuer, 1986; p. 420). As we will see this is of crucial importance
in the robustness analysis of MOILP problems. Although the mean-
ing of the weights varies from method to method, we assume that
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Table 1
Example with 6 decision variables.
X1 X2 X3 X4 X5 X6 Z1 Z2
POS* 0 10 83 2.1 3.1 0 78.4 76.1
S1 0 10 8.2 2.6 33 0 79.7 79
S2 0 10 8 2.2 3.4 0 78.6 76.6
S3 2.1 10 0 2.3 3 0 57.8 49.8
S4 3.2 10 0 1.8 3.2 0 59.6 514
S5 0 10 7.7 1.7 3.2 0 76.5 731
Deviation from POS* (%)
Max dev X Max dev Z
S1 0.0% 0.0% 1.2% 23.8% 6.4% 0.0% 23.8% 1.7% 3.8% 3.8%
S2 0.0% 0.0% 3.6% 4.8% 9.7% 0.0% 9.7% 0.3% 0.7% 0.7%
S3 100% 0.0% 100% 9.5% 3.2% 0.0% 100% 26.3% 34.6% 34.6%
S4 100% 0.0% 100% 14.3% 3.2% 0.0% 100% 24.0% 32.5% 32.5%
S5 0.0% 0.0% 7.2% 19% 3.2% 0.0% 19% 2.9% 5.3% 5.3%

in both methods these preference parameters capture criteria
importance. Objective functions are normalized to a common scale
in order to have meaningful weights. As we will see, the results
from two methods differ significantly according to the type of
problem. For each case three reference POS* are generated (corre-
sponding to a specific combination of weights) in order to calculate
and compare their robustness measures.

3.1. Project portfolio selection problem (MOILP)

The first model is a capital budgeting problem concerning 133
renewable energy source (RES) projects. The objective is to find
the most preferred project portfolio. There are 5 objective func-
tions namely:

(1) regional development, (2) CO, emissions reduction, (3) eco-
nomic performance measured with the internal rate of return (IRR)
of the investment, (4) employment positions, (5) land use. The
complete data are available in Makrivelios (2011).

The decision variables of the model are binary, indicating accep-
tance (X; = 1) or rejection (X; = 0) of the ith project in the final port-
folio. The constraints of the model are:

e Available budget is 200 M€ (total cost of the 133 projects is
659 Mg).

e Cost of projects in Central Greece should be less than 30% of the
total cost.

o Cost of projects in Peloponnese should be less than 15% of the
total cost.

o Cost of projects in East & West Macedonia, Northern & Southern
Aegean, Epirus should be greater than 10% of the total cost.

e Number of projects from each technology should be between
20% and 60% of selected projects.

e Total capacity of selected projects should be greater than
300 megawatt.

The objective function of the weighted sum model is the
following:

5
max Z =y Wi xz
k=1

(7)

where z; are the normalized expressions calculated from Egs. (1)
and (2) for the five objective functions with:
133 133

Zreg,xX (%) ZCOZ xXi, f3(x)

133 133

Zemp, x Xi, fs(x) Zlu, x X;

133

err, x Xi,

with reg;, co2;, irr;, emp;, lu; being the performance of the ith project
in regional development, CO, emission reduction, IRR of invest-
ment, employment positions and land use respectively.

The AWT model differs from the weighted sum model in the
objective function. It has also some additional constraints, decision
variables and parameters. The objective function is:

5

min Z"" = a+p x Y ("~ fux)) &)
k=1
and the additional constraints are:
max ﬁ(( )
a > wy for k=1,...,5 10
fmax* fmm ( )

where o is an auxiliary variable of minimax type, p a small param-
eter (=0.001) and ff™*" is the maximum obtained from the payoff
table increased by one (corresponding to z~ used in Steuer, 1986;
p. 420). The f™" is the constant definition point for objective k
(Steuer, 1986, p. 426). We use a normalized distance from the ideal
in order to make the weights of the two approaches (weighted sum
and AWT) having similar meaning.

We consider three combinations of weights in order to examine
the robustness of corresponding reference POS* as shown in
Table 2.

The neighborhood parameter o« is set to 20% which means
that the weights will eventually vary to [w, x(1-0.2),
Wp* x (1+0.2)]. For example, the weight intervals presented in
Table 3 correspond to first weight combination from Table 2. The
number of grid points G is set to 10 and the number of Monte Carlo
iterations is set to 1000.

3.2. Portfolio selection problem (MOMILP)

In the second case we have a portfolio selection problem with
50 stocks from Eurostoxx 50 market. Objective functions are (1)
the portfolio’s return (2) the portfolio’s risk as quantified by Mean
Absolute Deviation (MAD) and (3) the portfolio’s Dividend’s Yield.

Table 2
Three combinations of weights corresponding to the reference POS*.

Combination 2 Combination 3
(code: 34111)  (code: 41212)

Combination 1
(code: 12214)

Regional development 0.1 0.3 04
CO, emission reduction 0.2 0.4 0.1
Economic efficiency (IRR) 0.2 0.1 0.2
Employment 0.1 0.1 0.1
Land use 04 0.1 0.2
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Table 3
Weight sampling intervals.

g=0 g=1(£2%) g=2 (+4%) g=10 (+20%)
0.1 [0.098,0.102] [0.096,0.104] [0.080,0.120]
0.2 [0.196,0.204] [0.192,0.208] [0.160,0.240]
0.2 [0.196,0.204] [0.192,0.208] [0.160,0.240]
0.1 [0.098,0.102] [0.096,0.104] [0.080,0.120]
0.4 [0.392,0.408] [0.384,0.416] [0.320,0.480]
Table 4

Three combinations of weights.

Combination 1 Combination 2 Combination 3

(code: 433) (code: 325) (code: 523)
Expected return 0.4 0.3 0.5
Risk (measured as MAD) 0.3 0.2 0.2
Dividend’s yield 0.3 0.5 0.3

It is a MOMILP model which it is described in detail in Xidonas and
Mavrotas (2012). The resulting model is a MOMILP with 3 objective
functions, 100 binary variables, 410 continuous variables and 520
constraints. The formulation of the weighted sum and the AWT
model follows the guidelines of Section 3.1.

We test three combinations of weights in order to examine the
robustness of corresponding POS* (see Table 4).

The neighborhood parameter « is set to 10% which means that
weights will eventually vary within [w, x(1 — 0.1), w, x(1 +0.1)].
The number of grid points G is set to 10 and the number of Monte
Carlo iterations is set to 1000. Given that we have also continuous
variables along with 0-1 variables, we follow the approach of Sec-
tion 2.2 for comparison of solutions in Sg with POS*. In this case we
consider a 10% tolerance limit for decision variables and 3% toler-
ance limit for objective functions (i.e. for one POS in S, in order
to be considered as “the same” with POS* the maximum relative
deviation across the values of decision variables should not be
greater than 10% and across the objective function values should
not be greater than 3%).

3.3. Portfolio selection problem with only continuous variables (MOLP)

This is the same problem as in Section 3.2 but we have removed
cardinality constraints, regulatory constraints and entrance thresh-
olds that need binary variables for their formulation. Therefore it is
eventually a MOLP problem with 3 objective functions, 260 contin-
uous variables and 317 constraints. The same three combinations
of weights as in Section 3.2 are used also in the MOLP case as well
as the same neighborhood parameters and tolerance limit for the
comparison of solutions.

(a) Weighted sum
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4. Results and discussion

All the subsequent models were coded in GAMS (Brooke,
Kendrick, Meeraus, & Raman, 1998) and solved using CPLEX 12.2.
The computation time at each grid point for 1000 Monte Carlo iter-
ations - optimizations was about 3 minutes for MOILP problems,
6 minutes for MOMILP problems and 1.5 minutes for MOLP prob-
lems in a core i5 64bit at 2.5 gigahertz. It must be noted that in
the following problems we test multiple seeds for the random
number generator in Monte Carlo simulation and the results do
not differ significantly due to the great number of iterations.

4.1. MOILP model: Project portfolio selection problem

4.1.1. Comparison of weighted sum and Augmented Weighted
Tchebycheff method

We use the weighted sum method and the Augmented
Weighted Tchebycheff method with weights from Table 2. The
terms of weighted sum are normalized in order to make the
weights of objective functions more meaningful. Normalization is
performed by dividing with the range from payoff table for each
objective function. The results of all three weight cases are shown
in Robustness Charts of Fig. 4 for both methods.

Regarding the weighted sum method we observe that the
Pareto optimal solution that corresponds to first weight combina-
tion is the most robust among all three. Robustness Indices as
calculated from Eq. (3) are 0.87, 0.73 and 0.82 for the three Pareto
optimal solutions respectively.

However, things are much more different when we use Aug-
mented Weighted Tchebycheff (AWT) method with the same sets
of weights as shown in Fig. 4b. As we can see the drop is much
steeper than in the weighted sum case. The reason is that the
weighted sum method finds only supported Pareto optimal solu-
tions in MOILP problems. On the contrary, as it was mentioned,
AWT method is capable of finding also the unsupported Pareto
optimal solutions. Therefore there are much more Pareto optimal
solutions generated in the latter case and this is the reason why
the frequency of POS* drops so quickly. For example, in problem
3 (code 41212) the maximum number of generated POS for 1000
Monte Carlo iterations is 5 using the weighted sum method while
it increases up to 71 with AWT method. As a consequence, the
Robustness Indices with AWT are 0.08, 0.26 and 0.15 for the three
reference POS*, which are much lower than in weighted sum case.
In addition, ranking of solutions according to their robustness has
changed (the second solution - 34111 - is now the more robust
while 12214 from first becomes last).

These results confirm previous studies where the number of
supported Pareto optimal solutions was found to be only a small
portion of total number of Pareto optimal solutions in MOILP

(b) Augmented Weighted Tchebycheff
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Fig. 4. Robustness Chart for (a) weighted sum method and (b) AWT method in the MOILP problem.
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problems (see e.g. Mavrotas & Florios, 2013). Therefore the use of
weighted sum method in MOILP problems should be avoided as
it can leave many Pareto optimal solutions undiscovered.

4.1.2. Detecting the most robust Pareto optimal solutions in POS*
neighborhood

The production of a great number of Pareto optimal solutions
with Monte Carlo simulation provide us with an additional capa-
bility: We can examine more solutions and not just the reference
solution POS*. In other words we can see which of Pareto optimal
solutions, besides POS*, are most prominent in the neighborhood.
This capability is applicable mainly in MOILP problems where each
one solution is undoubtedly identified by the values of its decision
variables. It is advisable to use the AWT method that provides both
supported and unsupported Pareto optimal solutions. In practice,
we implement the method as described in the following steps:

1. The top F in frequency among produced Pareto optimal solu-
tions at the midrange grid point (i.e. the one that corresponds
to o/2), are isolated. F is usually from 5 to 10. The midrange grid
point is chosen because we assume that most prominent POS in
the neighborhood should have been appeared by then (when
reaching the half range of weight intervals).

2. After processing all grid points, we count the frequency of each
one of the F Pareto optimal solutions in every grid point. By
monitoring these frequencies during processing of grid points,
we can identify those that prevail across the neighborhood.

3. A joint Robustness Chart is created to reveal solutions that are
more prominent in the weight neighborhood. An example of
joint Robustness Chart is shown in Fig. 5. It is created from
problem tch-34111 (second set of weights with AWT method)
and we isolated the top 8 solutions form the midrange grid
point (in this case, midrange grid point corresponds to +10%
around original weights).

100% --Re-=remreoeasems s
L
L S
F L
60%
50% -

L
30%
L e AT
10%

0% +—f B T e el e e @ :
0% 2% 4% 6% 8% 10% 12% 14% 16% 18% 20%

IERERR

NV WN R

Frequency of the examined POS

weight interval range (+/-)

Fig. 5. Example of a joint Robustness Chart with F = 8 Pareto optimal solutions.
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In chart of Fig. 5 solution 1 is the reference POS*. We can
observe that in the neighborhood of +5% the most prominent
Pareto optimal solution is not the POS* but solution 3, while in a
more extended neighborhood of +10% solution 2 is almost as
prominent as solution 3. However, when we move to +20% solution
2 dominates by far with frequency almost 40% (i.e. using the
weights from the interval [w," x (1 — 0.2), w, x (1+0.2)] the 400
out of the 1000 produced solutions were equal to solution 2).
Hence, the decision maker can select one of solutions 2 or 3 as
more robust depending on the level of uncertainty he/she consid-
ers around criteria weights. It must be noted that this is a great aid
for the decision maker as he discovers, apart from POS*, more
candidate solutions in the weight neighborhood enriching his
options. From our experience, it is not rare to have a case where
the reference POS* is not the most robust solution among Pareto
optimal solutions of its neighborhood.

4.2. MOMILP model: Stock portfolio selection problem

Again we use the weighted sum and the AWT method with
weights of Table 4. As in Section 4.1 the terms of weighted sum
are normalized in order to make the weights of objective functions
more meaningful. The normalization is performed by dividing with
the range from payoff table for each objective function. The results
from the two methods and for the three set of weights are shown
in Robustness Charts of Fig. 6.

For the weighted method we observe that the POS* which cor-
responds to the third weight combination is by far the most robust
among all three POS*. Robustness Indices as calculated from Eq. (3)
are 0.64, 0.43 and 0.98 for the three Pareto optimal solutions
respectively.

In the case of AWT the results are different. As was the case in
the MOILP problem (Section 4.1) we can see from Fig. 6b that the
drop is steeper than in weighted sum method (although not so
steep as in the MOILP case). As we have explained, the reason is
the discontinuities of the feasible region in the presence of integer
variables and the fact that the weighted sum method finds only
supported Pareto optimal solutions in such problems. Therefore,
much more different POS are generated with AWT method and
the frequency of POS* is accordingly lower. In addition, unlike
the weighted method, with AWT the second combination seems
to outperform the first one. Robustness Indices as calculated from
Eq. (3) are 0.12, 0.17 and 0.33 for the three reference POS*
respectively.

4.3. MOLP model: Stock portfolio selection problem with only
continuous variables

The results from the two methods and the 3 weight cases are
shown in Robustness Chart of Fig. 7.
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g. 6. Robustness Chart for (a) weighted sum method and (b) AWT method in the MOMILP problem.
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(a) Weighted sum
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Fig. 7. Robustness Chart for (a) weighted sum method and (b) AWT method in the MOLP problem.

With the weighted sum method (Fig. 7a), we observe that the
Pareto optimal solution that corresponds to the third weight com-
bination is the most robust among the three in the specific neigh-
borhood, as it was the case in the MOMILP problem. The
Robustness Indices as calculated from Eq. (3) are 0.38, 0.12 and
0.65 for the three Pareto optimal solutions respectively.

The results from application of AWT method are shown in
Fig. 7b. We can observe that in MOLP problems both methods
(weighted sum and AWT) provide more or less similar results,
especially in comparison with two previous cases. This is attrib-
uted to the lack of discrete variables that is mainly the reason of
divergence between two approaches (i.e. existence of unsupported
POS that remain undetected by weighted sum method). Robust-
ness Indices as calculated from Eq. (3) are now closer to the
weighted sum method, namely, 0.29, 0.23 and 0.53 for the three
reference POS* respectively.

5. Conclusions

Robustness analysis in Multi-Objective Mathematical Program-
ming can provide useful insight to the decision makers. In the
present paper robustness analysis deals with weights of objective
functions which are usually the most important preference
parameters in this decision making context. The question is
how small perturbations on weights may affect the final decision.
We developed a methodology for measuring this kind of robust-
ness based on Monte Carlo simulation. In contrast to sensitivity
analysis where we change one parameter at a time, by using
Monte Carlo simulation we can simultaneously alter the required
parameters (in our case - the weights) and directly examine their
effect on obtained solutions. Two new concepts of that are intro-
duced with this paper, namely, the Robustness Chart and the
Robustness Index may convey very useful information to the
decision maker regarding the robustness of Pareto optimal solu-
tions. Measuring robustness of candidate solution can lead to
more robust decisions.

The comparison of reference solutions (POS*) regarding their
robustness can be considered as a post optimality phase. However
we can use robustness analysis in order to find new Pareto optimal
solutions that may be more robust than the initial reference solu-
tion. For this reason, a systematic way of examining the neighbor-
hood of reference solution is also proposed. In this way, we can
discover additional Pareto optimal solutions in reference solution’s
neighborhood that may be more robust.

From the computational experiment it was confirmed that the
weighted sum method in multi-objective problems with discrete
variables leave several Pareto optimal solutions undetected. In this
kind of problems the weighted sum method is insufficient as it
leads to a significant underestimation of the size of Pareto set
and provides misleading results concerning the robustness analy-
sis of reference solutions. On the other hand, AWT proved to be
much more appropriate for this kind of problems.

There are a lot of new features that can be considered for future
research. One thing is the integration of all these characteristics of
robustness analysis in multi-objective programming in an inte-
grated platform where the decision maker provides just robustness
analysis parameters and receives robustness analysis results. A sec-
ond thing is to test the proposed method with more multi-objective
programming methods that use weights. In addition, we can move
one step further and adjust the method to Goal Programming where
beyond the weights also the value of goal can be subject to small
perturbations, following the same methodology (Monte Carlo sim-
ulation-optimization, comparison of solutions with POS*, etc.). A
challenging task is to produce an approximation of the Pareto front
using an adequate number of weight vectors and then apply the
proposed method for each one of them, in order to identify robust
regions of the Pareto front. Finally we can test the incorporation
of more probability distributions in addition to the currently used
uniform distribution following the guidelines of Steuer (1986) that
uses a 50-50% Uniform — Weibull distribution for similar purposes.
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Appendix A. The MOILP model of project portfolio selection
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The variable C is the total cost of the project portfolio and the
parameter mw; is the capacity in MW of ith project.
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1. Introduction

Business processes are valuable assets of every organization.
They control the revenue potential as much as they shape the cost
profile of an organization. Processes directly affect the attractive-
ness of products and services as perceived by the market and they
define the ability of organizations to adapt to new circumstances
[10]. Therefore, it is no surprise that organizations strive to model,
revise, and optimize their internal business processes, as well as
the processes shared with other organizations.

In working environments with strong behavioural diversity (i.e.,
environments where deviations in the process control flows are
common), business models are usually ambiguous [13]. In such
environments, the problem concerning business process aware-
ness can be defined as follows: are there any dominant patterns
of process behaviour? Is it possible to identify groups of cases with
similar behaviours? The objective of this paper is to propose a
method that delivers compact and comprehensive synopses of
flexible behaviours, keeping in mind the end goal to best support
their analysis and improvement.

* Corresponding author. Tel.: +30 28210 37346; fax: +30 282106940.
E-mail address: vangelis@ergasya.tuc.gr (E. Grigoroudis).

http://dx.doi.org/10.1016/j.knosys.2015.04.012
0950-7051/© 2015 Elsevier B.V. All rights reserved.

As an example, in this paper we consider a case study involving
the clinical pathways of patients in a hospital, where there is a
diverse set of paths followed depending on the peculiarities of each
patient. The resulting complex behaviour of the business processes
in such an environment can be observed through the trace that
every patient leaves. On that account, a process mining perspective
is followed in this study. The idea of process mining is to discover,
monitor and improve real processes by extracting knowledge from
event logs, which are readily available in business information sys-
tems [37]. Event logs may store additional information about
events (like the timestamp and the resource performing the activ-
ity). In other words, each case is leaving a trace, which corresponds
to the observed behaviour.

When it comes to clinical pathways analysis, process mining
techniques face a critical challenge: Patients routes vary signifi-
cantly and in order to deliver comprehensive models, the event
log should be someway summarized [34]. The authors in [17] pro-
pose a horizontal summarization, by partitioning the event log into
time intervals. In [16], the authors exploit a rich dataset of patients’
traces to summarize the clinical pathways based on a behavioural
topic analysis. Indeed, as the authors in [19] discuss, the integra-
tion of medical knowledge can significantly improve the compre-
hensibility of the results.
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Often, however, such medical knowledge is not available (e.g.,
relevant data are not recorded, or data are considered too sensitive
to be provided, or even medical experts are not available for the
process analysis project). In this paper, we focus on such cases;
therefore, we follow a trace clustering approach that mostly relies
on the control-flow features of the cases.

Trace clustering aims at discovering clusters with related beha-
viours. However, considering the set of traces in the event log all at
once often leads to ambiguities because the event log contains
traces of cases that may refer to very different behaviours (i.e.,
potentially unique or infrequent cases). By identifying clusters of
diverse traces, process discovery techniques could be connected
to subsets of behaviours and subsequently deliver more clear,
coherent and comprehensible process models.

In this framework, this study contributes by proposing a
method that relegates the effect of infrequent behaviours (without
ignoring them) and eventually provides effective summarizations
of the event log. This is achieved through clustering the traces
using a more stable similarity metric. The stability of the metric
is reached by introducing the concept of neighbourhood. This addi-
tion allows promoting any prevalent patterns, while it reduces the
impact of isolated cases to the clusters’ formation. In this way the
proposed methodology provides compact information and mean-
ingful insights to managers as it facilitates the derivation of a sim-
ple interpretation of a complex business process, thus allowing
process stakeholders to communicate on an evidence-based
ground.

The rest of the paper is organized as follows. The next section
provides a brief overview of related works. In Section 3, we
describe the case study of a public hospital and the proposed
methodology. The approach is analytically presented in Section 4,
while the obtained results are discussed in Section 5. Finally, a
short discussion concludes the paper.

2. Related works

Flow variability in healthcare processes arises due to the highly
customized medical guidelines that describe how patients are trea-
ted. Furthermore, it is possible that process analysts and stake-
holders do not actually need a complete process model, but just
an understanding of a dominant behavioural pattern. In cases
where a process is expected to be realized over instances with very
different behaviour, discovering a single model would seldom pro-
vide clear answers, since the generated models would be complex
and confusing (i.e., “spaghetti” models as in [35], p. 301).
Clustering different behaviours and discovering a process model
per cluster has been identified as an effective solution [11].

An initial and influential approach, presented in [33], proposes
the creation of feature vectors for each trace followed by the
application of common clustering techniques. Features could be
bag-of-activities, transitions, resources, case attributes, etc., while
clustering techniques include k-means, agglomerative hierarchical
clustering, and self-organizing maps. That work introduces the
concept of “profiles” for traces, which allows for context informa-
tion to be considered. However, the stability of the results is not
discussed. An ordinary clustering technique (e.g., agglomerative
hierarchical clustering) is also used in [18]. In this case, traces
are evaluated for their similarities by the activities and the transi-
tions vector. This similarity metric is simple, yet quite straightfor-
ward to infer control-flow similarities. While hierarchical
clustering is effective in showing how different traces differ from
each other, this form of clustering has its disadvantages. The pri-
mary disadvantage is that hierarchical clustering is only effective
at splitting small amounts of data. When the event log is small,
patterns and relationships between clusters are easily discernable.

As the event log grows, so does the dendrogram, and this usually
results in the loss of information. Besides, all determinations are
strictly based on local decisions and a single pass of analysis.

The authors in [41] try to resolve spaghetti models through
sequence clustering, i.e., identify frequent sequences of activities
through a Markov chain representation. The proposed method
could support the post-processing of cluster models (e.g., by dis-
carding infrequent elements). However, the applied algorithm
could result in multiple cluster solutions. For instance, the applied
migrating-drifting means approach makes the final cluster solution
dependent, to some extent, on the order in which the traces are
considered for relocation.

Another approach is to use syntactic techniques which operate
on the whole sequence “as-is” by applying string distance metrics
such as the Levenshtein distance and the generic edit distance, in
conjunction with standard clustering techniques [2,3]. A distinc-
tive feature of this approach is that instead of assuming the causes
that could explain the variation in process instances (e.g., due to
different time periods as noted in [23]) - a task that requires inten-
sive domain knowledge - clusters are created based on a simple
similarity metric and variability causes are induced a posteriori
(that is, we gain knowledge about the domain). An additional con-
tribution is that the whole method is centred on the robustness of
the final solution.

Many approaches, from the area of management and informa-
tion technology, can be adopted by a healthcare organization in
order to optimize its efficiency and effectiveness and to be compet-
itive [22]. The authors in [8] provide a brief overview of business
intelligence techniques applied to healthcare services. Moreover,
data mining approaches can uncover new biomedical and health-
care knowledge for clinical and administrative decision making
as well as generate scientific hypotheses from large experimental
data [46]. Should the focus of the research is in discovering rules
for temporal patterns (and not process models like in this work),
several methods based on local patterns mining can be employed.
Such rules are extracted as sequence patterns [7,12,29]. Another
approach is to exploit temporal probabilistic models to model
healthcare problems. In this category, Bayesian networks are the
most visible technique [42]. An additional potential is to exploit
temporal data of healthcare services to build predictive models.
To this end, different learning algorithms have been applied. The
focus of these works is on building predictive data mining models
with temporal data (see [1]) using supervised or semi-supervised
techniques, like positive-unlabelled learning [15]. However, data
mining approaches are data-centric and not process centric [36].
Thus, their output is not directly related to the process mining
approach proposed in this work.

Concentrating on process mining techniques, a visible work is
that in [30], where the authors developed a methodology for the
application of process mining techniques that leads to the identifi-
cation of regular behaviour, process variants and exceptional med-
ical cases. An additional use of process mining is to check for
conformance (process stakeholders can match the assumed pro-
cess model with the real one - derived from discovery in the event
logs) and check if medical standards or administrative guidelines
are followed.

3. Problem description
3.1. Introduction to case study

The hospital under consideration in this study is situated in the
city of Chania, Greece. It was established in 2000 and has a capacity

of 465 beds and 36 operating departments. The hospital is a gen-
eral public health unit, providing first and secondary degree health
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care to the residents of the prefecture of Chania. On an annual
basis, the hospital has more than 100,000 emergency patient visits
and 120,000 external patient visits for medical exams, while the
total number of inpatient visits is 25,000 and the number of surg-
eries is about 5500. This study focuses on the emergency depart-
ment process. A rough (verbal) description of the process which
was provided through interviewing the manager of the emergency
department follows.

The emergency department has two subunits (ED1 and ED2). The
first one (ED1), runs 16 hours per day and the second one (ED2),
24 hours per day. Generally, patients that arrive between 08:00
and 23:00 have to pass through registration (during the night shift
there is no secretary available, due to cost cutting). Depending on
the triage (extremely important cases are labelled with red triage,
not severe cases are labelled with green, and the rest with yellow),
patients can skip registration. Patients have to provide the necessary
information (e.g., name, age) and pay a fee for medical examination.
Afterwards, they have to wait at the waiting room. A nurse asks
patients about their problems and characterizes the level of the
triage. Patients that arrive by the ambulance are sent directly to
ED2. Furthermore, patients with urgent problems (e.g., cardiological
incidences or serious accidents) receive the highest priority level
(red) and are sent directly to ED2. When a patient enters the room
of diagnosis, the nurse checks his/her temperature, blood pressure,
and heartbeat. Then the physician provides an initial examination.
Depending on the level of triage, a patient waits for the lab results
at the waiting room or in bed. When the physician delivers the
results of the examination, there are three possible next steps. If
the case is serious, the patient is sent to the appropriate department
of the hospital. Alternatively, the patient may receive a prescription
and is sent back home. The third choice is to decide that the patient
will stay at the wards of the emergency department in order to make
more lab tests.

The data used in this study were collected manually (by the
nurses of the emergency department) during some random days
of the first half 2013. Every second patient that visited the emer-
gency department during those days was recorded. In particular,
the triage and the type of incident were recorded for every patient,
as well as the timestamp for each event of that patient. These
events correspond to 21 event classes (the actual steps of the pro-
cess, like for instance “arrival”, “blood test”, “X-ray test”, etc.).
Overall, 1867 events were recorded corresponding to 240 different
patients.

3.2. Methodology

The process of the emergency department in our case study is
governed by some rules and a general operational plan. However,
there is no typical process model, not to mention a process model
capable to describe every possible path. The lack of existence of
such a model results in three major drawbacks. First, the manage-
ment does not have a view of the flows inside the process (or it has
an idealized view of them). Second, it is very hard to check for the
compliance of operations to any guidelines. Finally, the perfor-
mance-wise optimization of the process is not possible.
Therefore, it is essential to come up with a process model to set
up any management support activities. For this purpose, we pro-
pose the methodology illustrated in Fig. 1.

The first step is to discover the overall process model for the
emergency department. Any discovery technique can be used at
this step, for example the alpha miner [38] or the heuristic miner
[45]. However, since we are particularly interested in assessing
the variability of the flows within the process, we shall employ a
discovery technique that is able to reveal all the paths instead of
just the most frequent ones, for example the fuzzy miner without
any abstractions [14] or the ILP miner [40].

The next step is to assess variability, which refers to the com-
prehensibility of the discovered process model. At this stage we
suggest to evaluate variability empirically, through the visualiza-
tion of the process map (a “spaghetti” or a neat diagram) or
through a histogram of the variants’ frequencies. If the process
analyst evaluates the process flow variability as low, he/she can
move on by showing the process map to the management board.
If the analyst considers the variability as high, he/she has to define
a similarity metric between different flows and to proceed by com-
paring the variants’ similarities. Such a pairwise comparison may
expose extraordinary, infrequent paths. If such paths are faint or
of minor importance, the analyst can directly proceed by clustering
the variants. However, if such paths are a critical part of the vari-
ants population, then an extra step is required. This step is about
modifying the similarity metric towards a more robust version,
which can deal more effectively with the presence of many infre-
quent (or even unique) items.

Eventually, either with the simple similarity metric, or with a
more elaborated and robust one, a clustering algorithm may parti-
tion the variants into a finite number of coherent clusters. Finally, a
process model can be discovered per cluster. The new categorized
process models are expected to contain more effective visualiza-
tions and to guide more pointed interpretations.

4. Application
4.1. The variability of the flow

Following the proposed methodology, the first step is to dis-
cover the overall model. To this end, we applied the Fuzzy Miner
[14] as implemented by Disco (http://fluxicon.com/disco). The dis-
covered model is used as an input for the second step (variability
assessment). The discovered process map is illustrated in the spa-
ghetti diagram of Fig. 2, wherein the nodes represent the activities
of the process (e.g., “arrival”, “blood test”, etc.) and the arcs repre-
sent the corresponding transitions. Due to its complexity (since the
process flow does not follow a single specific pattern), the diagram
of Fig. 2 is of little usefulness for the management committee.

Moreover, it is not possible to concentrate on the most frequent
variants in the process, since, due to the high variation in the pro-
cess, the most frequent variants would cover only a small percent-
age of the patients. As Table 1 shows, the three most frequent
variants correspond to less than one third of the total traces.
Moreover, to reach 75% of the traces population we need to con-
sider 25 variants. This fact is illustrated in Fig. 3, where we plot
the frequency of each variant. We see that for the 240 patients
we observed 84 process variants. Only 31 patients followed the
most frequent variant, while there are 68 variants that were fol-
lowed by just one or two patients.

4.2. Defining a similarity metric

First of all, we shall note that the proposed method could work
with any similarity metric. In [9] different similarity metrics are
compared and evaluated. Some of the most popular metrics are
the graph-edit distance, the cosine similarity, and the Euclidean,
or Hamming distances that can be used for vector space models.
However, our view is that there is no single optimal similarity met-
ric for all domains and all kind of applications. In this work we pro-
pose a metric based on the cosine similarity, because its range is
normalized. Nevertheless, the proposed methodology could accept
virtually any other similarity metric, without needing to change
anything.

The proposed metric eventually captures the similarities
between two traces in terms of both their activities, as well as their
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Fig. 2. The discovered process (real flows in the Emergency Department) — A spaghetti model.

Table 1

The three most frequent pathways of the emergency department process.

Pathway Frequency (%)
Arrival — Assortment.2® — Diagnosis — Exit.ER 12.92
Arrival — Registration — Assortment.1 — Diagnosis — Prescription — EXit.ER 9.58
Arrival — Registration — Assortment.1 — Diagnosis — Exit.ER 8.75

2 Assortment.2 is the activity of “assortment” that takes place in the ED2 Room, in contrast with Assortment.1 that takes place in the ED1 Room. This differentiation follows
the different style of assortment that is performed, due to different staffing levels between the day and the night shifts.

35

Frequency
= - ~ N w
1) G S G ]

«

Variants

Fig. 3. Frequency of occurrence for every trace variant.

sequencing. This approach considers the dependencies among To that end, two vectors are created for each trace: The first one,

activities simultaneously with the resemblances of the activities
in a trace. A similar approach is also followed in [18].
Nevertheless our approach is different in the components used,
since in [18] similarities are calculated between process models
while in this work, similarities refer to traces’ variants.

ai(i) is an ordered binary vector (0 and 1) whose k™ element is set
equal to 1 if and only if activity k has been observed in trace i. The
second one, t(i) is the vector format of a square matrix M(i) whose
rows k and columns [ are both equal to the number of activities
(k=1=1,2,...,K). The elements of M(i) are calculated as follows:
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My, (i) = L for every trace i (1)
d (i)
where dy (i) is the distance of the transition between activities k
and [ in the i trace. That is, if k is directly followed by I, then
dyi(i) = 1, whereas if | follows k after let’s say 5 activities, then
di (i) = 5. Assuming that t,(i) = My, (i) with n= (k- 1)K +1, it is
easy to observe that t(i) is an ordered real vector defined in [0, 1].
The cosine similarity for the activities vector will return higher
values for pairs of traces that have more common elements (i.e.,
contain similar activities), while the cosine similarity for the tran-
sitions vector will return higher values for pairs of traces that
involve similar precedences between two shared activities. The
corresponding formulas are:

Simactiuities(Tn Tj) = zkak(i) X ak(j) (2)
Vi x Sya)?
' > ontn(i) % ta())
Slm[mnsitiuns(Ti7 T') = n (3)
j VSatai) % Sotal)?

Both formulas will return non-negative values in [0, 1], since all ele-
ments of vectors a and t are non-negative. Finally, in order to attain
a single metric, a weighted sum of the two coefficients can be cal-
culated, so that the similarity s; between two traces i and j can be
expressed by the following formula:

S(Th Tj) =Sjj = WGSimactivities(Th Tj) + WtSimtmnsitions (Th Tj) (4)

where w, and w; are the weights for activities’ cosine similarity and
transitions’ cosine similarity, respectively. There are many ways to
assign values to these weights, e.g., direct assessment, goal pro-
gramming or disaggregation methods [32]. In any case, it is impor-
tant to note that w, and w; in (4) have the role of trade-offs between
the different types of similarity (see a detailed discussion in [20]).
However, since this is an issue beyond the scope of this work, we
choose to work with the relative importance of w, and w, (i.e.,
W, +w, = 1), weighting the activities’ similarity factor with 0.3
and the transitions’ similarity factor with 0.7. We decided to pro-
mote the transitions similarity because the activities set is relatively
small (just 21 distinct activities exist in the process), and many of
them are common for most patients, albeit with a different
sequence.

4.3. Reaching a robust metric

In real-world applications and especially in working environ-
ments with bending workflows (like healthcare), one should
expect noise and outliers in the data. In particular, in the health-
care domain, outliers will often signify patients with special needs
(e.g., to re-take some laboratory tests). Labelling these special cases
as outliers is not an option (e.g., in our case such an approach
would discard more than 2/3 of the data). Thus, such cases should
be retained while controlling for their low frequency of occurrence.

Therefore, in this work we propose an adjustment of the simi-
larity metric (which could be applied in general to any similarity
metric) in order to handle infrequent data and noise, and therefore
reach more robust results. We prefer not to refer to the infrequent
cases as outliers since: (i) unique/infrequent routes constitute
(overall) a significant percentage of the total variants and (ii)
unique/infrequent routes are both accepted and expected for
patients flow in an emergency department. The rationale of the
proposed method is explained below.

The intuition of all clustering methods is to create coherent
clusters, i.e., similarities among intra-cluster objects should be
high, while similarities among objects of different clusters should

be small. However, the existence of isolated traces would bias
the distances (similarities) both to intra-cluster objects (they
would appear less connected) and to inter-cluster objects (they
would appear more connected). Therefore, in order to identify if
an object is an isolated trace (i.e., an infrequent case - a kind of
outlier as discussed above), one could take into account the neigh-
bourhood of the object. The more crowded it is (many objects exist
in its neighbourhood), the more likely would be for that particular
object to describe a frequent behaviour. Thus, our efforts focus on
finding a way to weight similarities by local densities.

In order to define the neighbourhood of each object, we adopt
the e-neighbourhood concept, according to which two objects are
considered to be in the same neighbourhood when their distance
is smaller than a specified threshold ¢ (i.e., when their similarity
is greater than a specified threshold). The selection of the threshold
value is an essential step of the process. In this work, we tested val-
ues from 0.6 to 0.9. Empirically, by examining the density distribu-
tion of the resulting similarity matrix, we chose to set ¢ = 0.7.

More formally, let N; be the neighbourhood of an object i. Then
we introduce a measure [; to estimate the local density of an object
i as follows:

= si )

JjeN;

The new similarity metric, which will be better at detecting isolated
cases through the amplification of the neighbourhood concept, is
calculated as sj; = sylil;. The authors in [6] propose to assess the
locality of the nodes in a graph through a weight function, i.e., to
evaluate the vicinity by filtering out isolated cases (each case should
have at least one neighbour). In this work, while we follow the
neighbourhood concept, we avoid filtering out any cases by relegat-
ing the effect of isolated cases.

4.4. Clustering of traces

Having obtained a similarity matrix, the next step is to cluster
the items (trace variants) into groups. Since the similarity matrix
is a symmetric matrix whose rows and columns are the items,
and cells are the values of the items’ pairwise similarity, virtually
any partitioning or agglomerative clustering technique can be
used. Our selection is spectral clustering. Spectral clustering was
selected because of its good results that have been demonstrated
in the literature (see [43]), as well as because it provides a good
recommendation about the number of clusters. In the next para-
graphs, we concisely review spectral clustering and the algorithm
proposed in [31].

4.4.1. Spectral clustering algorithm

Let G = (V,S) be an undirected weighted graph with the set of
vertices V consisting of the given points {x;|i=1,2,...,n} and
S = [si,,,., @ Symmetric matrix with s; being the similarity (weight)
of the edge connecting vertices i and j. It is very common for the s;
to be calculated as the Gaussian kernel, however, in this work it is
calculated by the procedure described in the previous section. We
should note that by using the Gaussian kernel, it is not straightfor-
ward how multiple similarity dimensions (i.e., the activities and
the transitions) can be calculated and weighted by their signifi-
cance. The graph Laplacian L is defined as L =1 — S where I is the
identity matrix. Often the Laplacian is normalized, but in this work
we follow [31] who propose to use the non-normalized matrix. In
fact, in our case, the normalized version could yield unsatisfactory
results, because after reducing the impact of infrequent cases, the
graph is likely to contain many vertices with low degrees, thus
leading to unstable cluster indicators [44].
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Fig. 4. Plotting the eigenvalues of the generalized eigenproblem Lu = /Du. The first
three are well separated.

The algorithm proceeds by considering the generalized eigen-
problem Lu = /Du, where u is the eigenvector and D is the degree
matrix, defined as the diagonal matrix with the elements
d; =>7;w; on the diagonal. Then, a matrix U € Rk containing
the first k eigenvectors uy, u,, ..., u, as columns, is created, which
introduces a (possibly non-convex) mapping of the original data to
a k-dimensional subspace, which is defined by features

corresponding to the derived eigenvectors. As noted in [28], if a
partitional clustering algorithm (e.g., k-means) is applied directly
to the original data, it may lead to unsatisfactory results, particu-
larly when the clusters of interest correspond to non-convex
regions. On other hand, applying a traditional clustering algorithm
to cluster the data set U into k clusters, is equivalent to forming an
arbitrary (possibly non-convex) cluster structure for the original
data. In accordance with the algorithm of [31] and other spectral
clustering algorithms (see for example [27,28]), in this study we
employ the k-means algorithm to cluster the rows of U (i.e., to
derive the final clustering of the trace variants in the sample) as
described in the following paragraph.

Matrix U is a real-valued matrix, while a matrix with binary
entries (1 if item i is assigned to cluster j, and O otherwise) is

Table 2
Complexity and coupling quality metrics of the clustering techniques. Bold values
represent the best values for each column.

Technique CFC Structuredness Density
Robust-spectral 250 642 0.165
Agglomerative 389 1267 0.169
k-means 307 831 0.167
EM 1258 536 0.206

Fig. 5. Visualization of spectral clustering results using the Fruchterman-Reingold layout.
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needed. Therefore, in order to accept U as a solution to our prob-
lem, it has to get transformed to a binary format. One simple solu-
tion, is to set the maximum value of each row equal to one and let
the remaining values to be zeros. However, such an approach
yields unsatisfactory results, particularly when there is no domi-
nant maximum value at every row of U. An alternative approach,
which is adopted in this paper, is to treat the n rows of matrix U
as k-dimensional feature vectors. The next step is to apply the

k-means clustering algorithm considering the rows of U as the pop-
ulation to be clustered in k classes. This way, items (traces vari-
ants) that have similar values to the eigenvectors (i.e., similar
association degrees with the clusters) will eventually get clustered
together.

Considering the number of clusters k, a good indication is to
look for a sudden drop in the eigenvalues. Of course this number
will largely depend on the special needs of each problem.
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5. Results
5.1. Clustering results

An important decision during the clustering phase is to fix the
number of clusters. As noted above, in spectral clustering the num-
ber of clusters can be specified by examining the eigenvalues
obtained from the generalized eigenvalue problem. Fig. 4 illus-
trates all eigenvalues obtained for our data set. From such a plot,
one can select the top k eigenvalues that are well separated from
the rest. According to the results of Fig. 4 it is evident that choosing
k = 3 satisfies the above rule. We also considered setting k = 4, but
in this case it was found that the fourth cluster consisted of very
few traces without a meaningful interpretation.

To get an impression of how spectral clustering assigns objects
to clusters, we can consider the similarity matrix as an undirected
graph, whose nodes are the clustered objects (trace variants) and
edges connecting two nodes are their pairwise similarities (the
greater the similarity, the greater the weight of the edge).
Following this approach, Fig. 5 illustrates the clustering results.
In particular, nodes are coloured according to their clustering
membership, while edges are coloured according with their source
node colour. The fact that there are few and thin lines connecting
nodes from different clusters, while the intra-cluster edges are
dense and thick, indicates that spectral clustering was able to pro-
vide coherent clusters.

5.2. Comparison with other techniques

In order to analyse the validity of the proposed methodology we
compare the obtained results with some other trace clustering
approaches. In particular, the proposed method is compared with:

(a) the New Agglomerative Clustering, as implemented in ProM
5.2 (http://promtools.org/prom5) using Euclidean distance
metric and minimum variance method),

(b) the k-means approach,

(c) and The EM clustering algorithm, again as implemented in
ProM 5.2 (with the default settings).

The three reference trace clustering approaches are described in
[33]. We made comparisons with different number of clusters, but
since the results are quite similar, we present just the results for
the case of the three clusters.

After having obtained the clusters with every method, we dis-
covered a Petri Net model for each cluster using the ILP algorithm
[40], which is known to deliver well-fitting process models. Since
the goal of this work is to deliver comprehensive process models,
we evaluate the results with respect to their complexity and cou-
pling, as it is measured by a set of objective metrics and discussed
in [39]. More specifically, we use:

(i) The Control-Flow-Complexity (CFC) metric [4]. The CFC eval-
uates the complexity introduced in a process by the pres-
ence of XOR-split, OR-split, and AND-split constructs and it
is highly correlated with the control-flow complexity of
processes [5]. The desired situation is to have small
complexity.

(ii) The structuredness metric, which recognizes different kinds
of structures (basic patterns, such as sequence, choice, and
iteration) and scores each structure by giving it some “pen-
alty” value [21].
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(iii) The density of the model as a coupling metric [24]. Density
measures the number of interconnections among the activi-
ties of the model and has been found to be tightly connected
with process models errors [25]. The smaller the density the
better the quality of the process model.

The values presented in Table 2 refer to the average value for all
clusters. Our approach yields better results with respect to the
Control-Flow Complexity and the Density metric, and it is the sec-
ond best one in the Structuredness metric. The technique that per-
forms best in the Structuredness metric (EM) is however the worst
performing one in the other two metrics.

5.3. Case study insights

The method described in the previous section allows the formu-
lation of three, intuitively explained, process models that summa-
rize all 84 variants. Although the set of all possible activities is
relative small (21 activities), and the bags of activities are similar
for every cluster (e.g., clusters 1 and 3 contain 20 out of the 21
activities; cluster 3 contains 16), there are significant differences
among them.

In cluster 1 (Fig. 6a), ‘Assortment.1’ (assortment during day
shifts) never happens, while in cluster 3 (Fig. 6¢) ‘Assortment.2’
(assortment during night shifts) is not performed. Cases that
belong to cluster 2 (Fig. 6b) do not perform ‘Registration’,
‘Assortment.1’, and the triplet ‘Decision.E.R.Treatment’,
‘Room.Entrance’, ‘Exit.Room’ (refer to the ED2 room).

Considering the whole sample, the distribution with respect to
the triage is green ~34%, yellow ~57%, and red ~8%. This distribu-
tion is repeated only for cluster 1, which concerns approximately
50% of the patients. Cluster 2 (approximately 10% of patients) con-
tains much more red triage cases than the normal percentage,
while in cluster 3 (approx. 40% of cases) the yellow triage cases
are over-represented.

In cluster 1, ‘Registration’ is often skipped while the unexpected
phenomenon of green triage cases visiting the hospital during the
night shift appears. This can be attributed to the economic crisis.
Before the crisis, the emergency department in public hospitals
in Greece was free). After the crisis and during the data collection
period, there is a registration cost of 5 euros. However, in the hos-
pital under consideration, there is no registration during the night
because there is no secretary available. So, in cases of minor inci-
dents, people prefer to visit the hospital at night in order to avoid
paying the registration fee.

Considering cluster 2, skipping ‘Registration’ can be attributed
to the higher emergency of cases. Moreover, this cluster has a
higher frequency of lab tests (all patients have blood, biochemical
or enzyme tests). Finally, this cluster has a high percentage of
patients that enter a clinic rather than just leaving the hospital.

Cluster 3 is closest to the expected flow. People get registered,
assorted, have some tests, and are forwarded towards the exit via
the expected way (after a prescription or a treatment in the ED
room).

6. Conclusions and future perspectives

In complex environments, process execution may significantly
differ from an ideal process model. Process mining discovery tech-
niques can facilitate the description and understanding of real-
world process behaviours. However, there exist certain environ-
ments where processes are inherently complex. In these cases,
direct process discovery usually deliver complex models, which
are of limited practical usefulness.

The proposed methodology can address this problem effec-
tively, by delivering a small number of simpler process maps.
Our method contributes to trace clustering approaches by recom-
mending a way to ameliorate the effect of unique (i.e., exceptional)
cases. Moreover, by integrating a spectral approach to cluster the
traces, we were able to obtain compelling results. The process
models obtained through the proposed approach provide signifi-
cant information of practical usefulness as they facilitate the
understanding of an actual complex process and provide opera-
tional support on how it can be improved.

To illustrate the usefulness of the methodology, a case study
from the healthcare sector was employed, involving the analysis
of the diverse processes in the emergency department of a hospital.
By applying the proposed methodology, we were able to expose
three groups of patients that are homogeneous with respect to
their pathways, and therefore we can comprehend the process
flows more intuitively. Additionally, by correlating the patients’
clusters with their triage and since there exist estimations of the
statistical distribution for the triage, it is possible to predict more
accurately the workload per activity, or even to create a better
resource allocation plan. Moreover, through the effective visualiza-
tions, there are credible chances to communicate the parameters of
operations management to doctors, who usually claim that medi-
cal guidelines cannot allow for operational optimization.

Two critical points in the proposed method are the similarity
metric and the choice of the neighbourhood threshold. For this
work, the selected similarity metric focused just on control-flow
attributes (bag-of-activities and transitions) while for the neigh-
bourhood threshold, the selection was made through several
experiments. Future work could concentrate on a further analysis
of these two issues. In particular, regarding the similarity metric,
additional criteria (case attributes) could be considered through a
multi-attribute approach.

Regarding the selection of the neighbourhood threshold,
exploiting concepts of preference modelling could contribute to
more effective solutions [26]. In addition, adding domain knowl-
edge to the clustering procedure could also be particularly useful.
More specifically, domain experts could provide valuable informa-
tion on the relationships between items (e.g., traces that must be
clustered together or be separated). Incorporating such domain
knowledge into the proposed computational process could poten-
tially lead to improved results and provide insights derived from
the discrepancies between the experts’ knowledge and the algo-
rithmic outcomes.
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Multi-objective combinatorial optimization (MOCO) problems, apart from being notoriously difficult and
complex to solve in reasonable computational time, they also exhibit high levels of instability in their
results in case of uncertainty, which often deviate far from optimality. In this work we propose an
integrated methodology to measure and analyze the robustness of MOCO problems, and more
specifically multi-objective integer programming ones, given the imperfect knowledge of their para-
meters. We propose measures to assess the robustness of each specific Pareto optimal solution (POS), as
well as the robustness of the entire Pareto set (PS) as a whole. The approach builds upon a synergy of
Monte Carlo simulation and multi-objective optimization, using the augmented e-constraint method to
generate the exact PS for the MOCO problems under examination. The usability of the proposed
framework is justified through the identification of the most robust areas of the Pareto front, and the
characterization of every POS with a robustness index. This index indicates a degree of certainty that a
specific POS sustains its efficiency. The proposed methodology communicates in an illustrative way the
robustness information to managers/decision makers and provides them with an additional supplement/
tool to guide and support their final decision. Numerical examples focusing on a multi-objective
knapsack problem and an application to academic capital budgeting problem for project selection, are

Keywords:

Robustness analysis
Multi-criteria

Combinatorial optimization
Multi-objective programming
Monte Carlo simulation
Visualization

provided to verify the efficacy and added value of the methodology.

© 2014 Elsevier Ltd. All rights reserved.

1. Introduction

Imperfect knowledge of the exact value of parameters, which
comprises imprecision, ill-determination, and uncertainty (see [25]), is
currently a major issue in mathematical programming. The obtained
optimal solutions can exhibit remarkable instability and high vulner-
ability/volatility to changes in the values of the parameters of the
problem, often rendering therefore a computed solution significantly
suboptimal or not adequate for further implementation, (Bertsimas
et al., [6]; Roy [24]; Ben-Tal et al., [3], etc). Therefore, the concept of
robustness in mathematical programming has drawn the attention of
the scientific community in this field and is usually set under the
umbrella of “robust optimization” [3]. In a more or less informal way,
by using the term “robustness” we actually mean that there exists

“This manuscript was processed by Associate Editor Doumpos.
* Corresponding author.
E-mail addresses: mavrotas@chemeng.ntua.gr (G. Mavrotas),
figueira@tecnico.ulisboa.pt (J.R. Figueira), Isiskos@epu.ntua.gr (E. Siskos).

http://dx.doi.org/10.1016/j.0mega.2014.11.005
0305-0483/© 2014 Elsevier Ltd. All rights reserved.

some kind of imperfect knowledge in the model parameters and we
examine ways and tools to stay “at the safe side” and safeguard
decision making.

The degree to which a solution is stable to the underlying
uncertainties within a model is usually defined as robustness. The
concept of “robust optimization” in Operational Research was
introduced by Soyster [27] but it was not until the last 20 years
that it flourished and gathered the attention of the scientific
community, mainly with the works by Mulvey et al. [21], Ben-Tal
and Nemirovski [1,2] and Bertsimas and Sim [4,5]. Recently,
Soyster and Murphy [28] also studied the concept of duality in
robust optimization using linear programming. The concept of
robustness in integer programming applications, such as product
design has been studied by Wang and Curry [31], while Sawik [26]
proposed a robustness approach for the supply chain problem. The
reader is prompted to see Bertsimas et al. [6] and Gabrel et al. [12]
for recent reviews on the subject.

Although robustness has been extensively studied in single
objective mathematical programming problems, in the case of
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multi-objective optimization (MOO) several aspects remain to be
explored. Kouvelis and Yu [15] in their seminal textbook devote a
section to robustness and efficiency. A decade later, Deb and Gupta
[7] introduced the concept of robustness in MOO using meta-
heuristics. Some recent works also deal with robustness and MOO,
for instance Zhen and Chang [32], where robustness is quantified
and used as an additional objective function in a berth allocation
problem. Roland et al. [22] provide a stability radius for the Pareto
optimal solutions in multi-objective combinatorial problems. Roy
[24] discusses the “multi-faceted” issue of robustness in the
general context of operational research and not only in optimiza-
tion. He initiates “robustness concern” and proposes a whole set of
processes and actions when model parameters are imperfectly
defined (p. 630). A concept of robustness in MOO was also
introduced by Figueira et al. [10], especially in the case of
interactive multi-objective optimization. Mavrotas et al. [20] have
examined and analyzed the robustness of the most preferred
efficient solution in MOO problems. Two recent works associated
with robustness in multi-objective optimization are also worth
mentioning: Ehrgott et al. [8] in a recent paper deal with the
minmax approach of robustness, and Fliege and Werner [11]
focused on robustness in a multi-objective context of portfolio
selection.

In this paper we study the concept of robustness in multi-
objective programming and especially in the generation (a poster-
iori) methods. These methods result in the generation of the
whole set of efficient solutions (Pareto set) that includes all the
Pareto optimal solutions (POS). The question that we attempt to
answer in this paper is “How robust is the obtained Pareto set and
the individual Pareto optimal solutions in the occurrence of
changes or perturbations in model parameters?”. We restrict our
study to multi-objective combinatorial optimization (MOCO) pro-
blems, which, in their majority, concern multi-objective integer
programming (MOIP) problems.

In our work we attempt to measure the robustness of POS,
when uncertainty occurs by imprecision of the model’s para-
meters. For this task we design an integrated methodology that
can be applied in multi-objective discrete and combinatorial
problems, using a combination of Monte Carlo simulation and
optimization [30]. It must be noted that our approach does not
constitute a sensitivity analysis over the results, where the
instability of a single parameter is examined at a time. On the
contrary, the use of Monte Carlo simulation, in SMAA method for
instance [14], enables us to simultaneously alter the values of a
number of parameters in a systematic way and extract holistic
conclusions with respect to the robustness of the obtained
solutions.

It is worth mentioning that Monte Carlo simulation has been
also used for robustness analysis in multi-objective programming
in the work of Mavrotas et al. [20]. However, in that work they
studied the robustness of one specific Pareto optimal solution
(most preferred solution) in relation to the preference parameters
(weights) and not the robustness of the entire Pareto set in
relation to the whole entity of the model’s parameters. Since we
are not practicing an exact method, but a simulation instead, we
can refer to a pseudo-robustness analysis. Hereafter, we shall use
the term robustness analysis, but we refer to a pseudo robustness
analysis according to the terminology by Roy [23].

We denote as “reference Pareto set” the initial set of efficient
solutions, the robustness of which we want to measure. In the
proposed methodology we use Monte Carlo simulation in combi-
nation with the enhanced version of the e-constraint generation
method (AUGMECON2) that produces the exact Pareto set for
MOIP problems [19]. Subsequently, we measure how many times a
specific POS of the reference Pareto set is produced across the n
Monte Carlo iterations. The higher the frequency, the more robust

is the specific POS, since it exhibits a higher tendency to sustain its
optimality. Consequently, besides the information regarding the
performance of a POS to the criteria (objectives functions), we can
provide the decision maker (DM) with an additional piece of post
optimality information, namely the robustness measurements
associated with perturbations in the model’s parameters. A non-
robust POS (i.e., it displays small appearance frequency in the
Monte Carlo simulation-optimization process), signifies that it can
be easily dominated by other solutions, when small perturbations
in the model’s parameters occur. Illustrative charts for problems
with two and three objective functions are constructed, in order to
depict the robustness of every POS in the reference Pareto front.
Robustness indices for the POS as well as for the whole Pareto set
are also calculated. In the end, we test the efficacy of the approach
over two numerical examples and a case study regarding a capital
budgeting problem for project selection with 108 binary decision
variables.

The structure of the paper is as follows: In Section 2 we provide
some basic concepts and definitions. In Section 3 we describe the
methodology to measure robustness in MOCO problems. Section 4
illustrates two numerical examples in order to test the method,
while Section 5 applies the method to an academic research
proposal selection problem. Finally, in Section 6 we present the
basic conclusions and discuss on some potential future perspec-
tives of the work.

2. Concepts, definitions and notation

This section is devoted to some fundamental concepts on
multi-objective combinatorial optimization, dominance and some
of its other related concepts, robustness analysis or concerns, and
some aspects on simulation.

2.1. MOCO problems

A multi-objective combinatorial optimization (MOCO) problem
can be defined as follows:

Definition 1. (multi-objective combinatorial optimization pro-
blem). Let I={1, 2,..., I,...,N} denote a finite set of N objects or
items, also called the ground set, and 2! denote its power set
(i.e., the set of all subsets of I), where 12/|=2". Consider the subset
S <= 2'as the set of feasible solutions. Define the outcome/objective
functions z;: - R, such that the outcome vector of each solution
seSis as follows:

2(8) = (21(5), 22(5), -, Zk(S), ... Zk(5)), where  zy(s) = ¥ Cik

ieS
with c; being the value/outcome associate with each object ieS,
for kth objective function (k=1, 2,...,K). The MOCO problem
consists of finding a subset of feasible solutions, FeS, when
“maximizing” all the functions z,, for k=1, 2,...,K (the sense of
“maximizing” signifies that we search for a particular set of
solutions called efficient solutions and defined in Section 2.2).

Any subset s of S is uniquely determined by its characteristic
function Xs: S—{0,1} where Xs(x)=1 if xeS and Xs(x)=1 if x ¢S.
With the help of this function, the problem of the above Definition
1 can be stated as a multi-objective optimization (MOO) problem:

“maximize”{z;(x), z2(X), ..., Zi(X), ..., Zk(X) }

subject to: xe X = {0, 1}V

where x=(x1, ..., X;, ..., Xy) is the vector of binary decision variables
and X is the feasible region in the decision space. If the decision

space is further described by the proper equalities/inequalities, the
above MOO problem can be expressed as the following multiple
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objective integer programming (MOIP) problem with i=1,...,N
binary {0-1} variables, j=1,...,M constraints and k=1,...,K objec-
tive functions:

N
max zi(X)= Y CitX;

i=1

N
max zg(X)= Y CikXi
i=1

St

N
szXl{Sy:sZ} b] ]:1”M
i=1

x; €{0,1}. (M

where cj, is the objective function coefficient of i-th decision
variable in kth objective function, dj; the technological coefficients
of the ith decision variable to the j-th constraint, b; the right hand
side of the j-th constraint (RHS), x; denotes the i-th binary decision
variable. The image of X under all the objective functions leads to a
feasible region Z (composed of finite set of outcome vectors z) in
the objective space R¥.

2.2. Dominance and related concepts

A fundamental concept in MOO is the following one:

Definition 2. (dominance). Let z, z” e R denote two outcome
vectors. Then, z' dominates z”, denoted by z’Az", if and only if
Z >z"and zZ #z" (ie., z}/ =z, for all k=1,...,K, and z;/ > z;” for at
least one k).

When applying the above concept to the feasible outcome
vectors in Z we may distinguish between dominated and non-
dominated outcome vectors. The set of non-dominated vectors in
the criteria space is also known in the literature as the Pareto front
(PF). The inverse image (in the decision space) of each vector in PF
is called efficient solution. The whole set of efficient solutions is
designated as Pareto set (PS). The produced PS from the above
MOCO model is defined as the reference PS and is denoted as PS*.
The corresponding Pareto front (i.e., the image of the Pareto set in
the criteria space) is denoted as PF*. The PS* includes the vectors
of values of the integer (usually binary) decision variables, while
PF* includes the corresponding vectors of values of the objective
functions. The Pareto optimal solutions in general and those
accruing from the reference problem are denoted as POS and POS*
respectively.

2.3. The imperfect knowledge of data

In our MOCO model there are only technical parameters, in the
sense that there is no DM who expresses preference information,
which should be further modeled using preference parameters.
The technical parameters we dispose are thus the following ones:

® The coefficients of decision variables in the objective functions,
ci fori=1,..,N and k=1,... K.

® The coefficients of decision variables in the constraints, d;; for
i=1..,Nand j=1,...,.M.

® The right hand side (RHS) of the constraints, b; for j=1,...,.M.

The nature of the imperfect knowledge associated with these
parameters may ensue from different sources (see [25]):

® The arbitrariness linked to the construction of the objective
functions and constraints;

® The uncertainty which may derive from the application of a
forecasting method for estimating the future vales of certain
parameters;

® The imprecision that can be related to the tools used for
measuring certain objects or events, and;

® The ill-determination sometimes attached to the definition of
certain concepts.

All these sources of imperfect knowledge may lead to inaccu-
rate and inadequate results. A robustness analysis and measure-
ment of the results is therefore of utmost importance.

2.4. Robustness concerns

Robustness concepts can be applied to the method, algorithm,
or results (say solutions). Roy [24] initiates the term of robustness
concern and explains the main reasons for his choice. The author
argues that “it incorporates concerns that must be taken into
account a priori, at the time that the problem is formulated”, what
he characterized as frailty points, mainly related to the imperfect
knowledge of data. Robustness concern leads to the construction
of robust conclusions to be presented to the decision-makers in
the form of additional recommendations. The concept of robust
conclusions (which can be related to the solutions themselves) can
be stated as follows (see Chapter 11, [9]):

Definition 3. (robust conclusions). A conclusion (" is to be robust
with respect to a domain £2 of possible values for the preference
and technical parameters, if there is no particular set of para-
meters @ e £2 which clearly invalidates the conclusion C".

A robustness concern consists of all the possible ways that
contribute to build synthetic recommendations, based on the
robust conclusions. We are particularly interested in providing
robust conclusions to the DM, regarding the solutions we generate.
In the specific paper we delve into the robustness of the Pareto
optimal solutions and specifically, we measure the robustness of
the Pareto optimal solutions of the reference Pareto set (PS*),
when small perturbations to the parameters of the model occur. If
a reference Pareto optimal solution sustains its efficiency in the
occurrence of perturbations to the parameters of the model, then
it is considered to be robust. In order to study the robustness of
the Pareto optimal solutions a simulation study is designed and
analyzed.

2.5. Some aspects of a simulation study

Based on Monte Carlo simulation our simulation study contains
two aspects:

1. Sampling: Random generation of model’s parameters from
specific predefined distributions

2. Optimization: Generation of the exact Pareto set of the
obtained MOIP problem, after implementation of the augmen-
ted e-constraints method.

Monte Carlo simulation (see, for example, [30]) is a popular
algorithm-method that can be used when we want to study
stochastic uncertainty. The sole prerequisite is the knowledge of the
probability distributions of the uncertain data (a uniform distribution
is used when uncertainty is described by just a range of values). In our
case we combine Monte Carlo simulation with mathematical pro-
gramming optimization, as explained in the next section.

The method is repetitive, based on predefined number of iterations
T, determined in the beginning of the modeling. In each iteration ¢t
(t=1,...,T) a cycle of (parameter sampling—optimization-storing of the
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results) is executed. In our specific case, in the form of a MOCO
problem, the optimization process for the determination of the exact
Pareto set is highly demanding. At the end of the simulation, we can
draw conclusions on the robustness of the obtained Pareto optimal
solutions of the reference set. This new index constitutes an additional
piece of fruitful information for the decision support experience
towards the selection of the most preferred among the Pareto optimal
solutions. The next section describes in detail the proposed method.

3. Robustness methodology for MOCO problems

Section 3 sets the bases for robustness analysis of MOCO
problems appropriately transformed to multi-objective integer
programming problems, describing the methodological frame to
be implemented. Then, an appropriate index to measure the
robustness of the Pareto optimal solutions and the Pareto set, as
a whole, is proposed.

3.1. Robustness analysis

The aim of the proposed method is to assess the robustness of
the obtained Pareto set (PS) in a MOCO problem, in relation to
small perturbations on the model’s parameters. The small pertur-
bations over the model's parameters (ci, dy, b;) are expressed
with a perturbation parameter «, which is usually a percentage of
the original parameter’s value. Subsequently using a Monte Carlo
simulation process, we sample from the sampling intervals that
are defined as:

[Cik(1—a), cy(1+ )]
[d,](l —a), dlj(l +a)]
[bi(1-a), bj(1+a)] (2)

where « is the perturbation parameter that varies in [1%, 10%]. Its
value depends on the magnitude of the parameters as well as the
number of decision variables. In large problems, with multiple
decision variables, the perturbation parameter a must be kept low.
The reason is that a large a corresponds to an extended neighbor-
hood around the original values of the coefficients. Consequently,
the different combinations of alternative values for the sampled
coefficients in the Monte Carlo iterations, increase dramatically.
This might result to a vast number of different POS resulting from
the Monte Carlo process and it would be difficult to draw
conclusions about the robustness of the reference Pareto set
(PS*). It must be noted that perturbation parameter @ may be
different across model’s parameters (i.e., not a uniform a but ay, a;;
a; in Eq. (2)), in order to increase the degrees of freedom in
uncertainty modeling.

It must be noted that the method can be applied for any type of
distribution. The relevant distribution is appropriately modeled
and the sampling with Monte Carlo process can be implemented
as well. In addition, we can use different distributions for different
parameters of the problem (objective function coefficients, right
hand sides, technological coefficients), if we have this type of
information. In this study we use as an example the uniform
distribution as the more general case, when we have no informa-
tion about the shape of the distribution (i.e., maximum uncer-
tainty). However, if we want to analyze robustness in a less
uncertain environment, the normal distribution may be used with
parameters e.g. for the objective function coefficients (u,0)=
(Cir, @ x Ci), where « is the perturbation parameter.

The combination of Monte Carlo simulation and optimization,
using mathematical programming techniques, has become popu-
lar during the last years, due to recent algorithmic developments
and the significant improvement in computer power ([18,20]).
Although the computational complexity of these problems is

usually high, the analysis of their robustness is still worthwhile,
as it provides fruitful information regarding the stability of the
final solutions.

The combination of Monte Carlo simulation-PS generation is
performed as follows: in the t-th iteration of the Monte Carlo
algorithm, we perform a sampling for all the parameters of the
model from a uniform distribution, which is defined in a respec-
tive sampling interval. We then solve the multi-objective pro-
gramming problem that arises, using the AUGMECON method [17].
Specifically, we use an improved version, AUGMECON2, which is
more suitable for MOIP problems [19].

AUGMECON?2, as all the variations of the e-constraint method,
varies parametrically the right hand side of the objective func-
tions’ constraints. Initially, it creates a grid on the range of the
objective functions, each corresponding to a vector of the right
hand side of the objective function constraints. In the case of MOIP
problems, if the grid is dense enough, AUGMECON2 can produce
the exact set of Pareto optimal solutions by effective scanning all
grid points. The method can bypass redundant optimizations
exploiting information from previous runs.

The key point here is that, by using AUGMECON2, we can
produce the exact PS, i.e., all the POS. In this way, we are sure that
no POS is left undiscovered throughout the simulation process. In
each Monte Carlo iteration the following MOIP problem with k=1,
...,K objective functions, i=1,...,N decision variables and j=1,...,.M
constraints is solved exactly:

N
max z;(x)¥ = ¥
i1

n_ Y o
max zx(x)" = ¥ cix;
i=1

st
N

t t
YdPx{<.=.2}) b

i=1

x;€{0,1} 3)

j=1,..M

where dif) is the objective function coefficient of i-th decision
variable in k-th objective function during t-th Monte Carlo itera-
tion and accordingly for the other parameters. In order to produce
the exact PS, the coefficients of the objective functions are
considered to be integer. If not, they are transformed to integer
by multiplying them with an appropriate power of ten. X; is a
binary decision variable and therefore a POS is represented by a
vector of “0” and “1” of size N. We then record the PS, of t-th
iteration and we move to the next iteration (t+1), until we
complete the required number of Monte Carlo iterations. It must
be noted that the size of the produced PS, may vary across the T
Monte Carlo iterations. Fig. 1 depicts an illustrative graph of the
method.

After the solution of T MOIP, problems, we calculate the
frequency of each one of the original POS of the reference Pareto
set (PS*), across the T Pareto sets that have been generated. In
order to be able to compare the binary solution vectors, we
uniquely code the solution vectors by transforming them to large
integers (see, e.g. [29]). Specifically, for the pth POS we use the
following coding:

code, = % 20-1 « X; 4)
i=1

where X; is the value of the X; variable for the specific POS. In

Table 1 we have 5 POS for a problem with 10 binary variables. The

rightmost column assigns a unique code to each one of them.
This coding is effective for up to 50 variables. If we have more

variables, we apply the aforementioned coding in parts of the

solution with maximum 50 variables and we obtain the respective
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Fig. 1. Illustration of the Monte Carlo simulation-Pareto set generation approach.

Table 1
Example of POS coding.

X, Xo Xs Xa Xs Xs X7 Xs Xo Xo Code

POS 1 0 0 1 0 1 1 1 0 0 1 628
POS2 O 1 0 1 1 1 1 0 0 0 122
POS3 O 1 1 1 0 0 1 0 0 1 590
POS4 O 0 1 0 1 1 1 0 0 0 116
POS 5 1 1 1 0 1 0 1 0 1 1 855

number of long integer codes. For example, if we have 120 binary
variables, we code the first decision variables 1-50 as part 1, then
51-100 as part 2 and finally 101-120 as part 3. Eventually, for the
specific case, the code for each relevant Pareto optimal solution is
composed of 3-digit integers.

3.2. Robustness assessment

The next step is to quantify the robustness of each reference
POS. This task is accomplished by counting how many times across
the T iterations we obtain a specific POS as part of the Pareto set.
Assume that a reference POS, denoted as POS}, is found in S, out of
T Pareto sets. Then, its “frequency” of appearance in the Pareto set
is defined as the Robustness Index (RI,,) of POS}, and it is expressed
as:

R, =22 (6

We can also extract a robustness index representative of the whole
Pareto set, the Total Robustness Index (TRI), which is simply the
average of all robustness indices (RI,) of the Pareto optimal
solutions.

1PS*| oy
TRI=22=1"7 6

IPs*| ©
where IPS¥| is the size of the reference Pareto set. The flowchart of
the proposed algorithm is shown in Fig. 2. The whole process can
be implemented in GAMS Development Corporation [13].

3.3. Robustness information and decision support

Robustness information for the Pareto front is essential for the
decision maker. As is well known, multi-objective optimization
combines two major aspects: optimization and decision support.
The decision maker explores the candidate solutions (i.e., the POS)
and selects his/her most preferred. The robustness of the POS
provides an additional piece of information to the DM, apart from
their performance over the criteria. When robustness is neglected,
the decision maker may result to decisions that are sensitive to
small changes in the initial assumptions (parameters). In other
words, the robustness of the results, expressed explicitly through
the RI we propose, may be perceived as an additional criterion,
which is considered and assessed after the end of the optimization
procedure.

An illustrative way to present the robustness information is to
express explicitly this information on the Pareto front. This can be
achieved with the aid of a bubble chart, in which the coordinates of
the POS are their objective functions’ values and the size of the bubble
is proportional to the corresponding robustness index. In this way the
DM can easily perceive which areas of the Pareto front are robust and
which are not. The following chart in Fig. 3 presents the idea for the
visualization of robustness.

As it is obvious, visualization of the robustness information is only
feasible for problems with up to three objective functions (i.e., three
dimensions in the objective space, see an example in Section 4.2).

In addition, the DM can impose thresholds on the robustness of
the Pareto optimal solutions. For example, he/she may prefer to
select only the POS with RI > =50%. In this way, a more sparse
Pareto front is created. Fig. 4 illustrates the instances when
Rl > =25%, 50% and 75%.

Alternatively, the DMV, instead of setting thresholds to the Robust-
ness Index, may construct Pareto fronts, based on the percentiles of
the most robust POS (e.g. top 50% POS according to their robustness
index).

3.4. Applicability of the approach

The proposed method is recommended for medium size
MOCO problems, where the exact Pareto set can be effectively
calculated. Nowadays, new effective optimization algorithms,
accompanied by the increase in computational power, enable us
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Fig. 2. The algorithm for estimating robustness in MOIP problems.

540 -
e e ° ['Y

520 - L

500 - .

480 A oo

z2

460 -

440 A

420 A o

400 T T T T 1
200 250 300 350 400 450

z1

540

520 "O...,“

500 1 » .
([ ]

480 1 o.

z2

460 -

440

420 1

400 T T T T 1
200 250 300 350 400 450

z1

Fig. 3. Visualization of robustness information on the Pareto front. (a) Pareto front,
(b) Pareto front with robustness information.

to solve exactly - by identifying all POS - more complicated
MOCO problems. For the visualization of the robustness of the
Pareto front we are confined to two or three objective functions

(which is actually the vast majority of multi-objective optimiza-
tion problems). The number of binary decision variables is limited
to a few hundreds, in order to obtain the results from the Monte
Carlo simulation-optimization process in reasonable computa-
tional time. For example if a MOIP problem, which corresponds to
the reference problem, is solved exactly in 2 min, then the 1000
iterations will demand approximately 33 h.

It must be noted that as the number of objective functions and
decision variables increases, the conclusions about the robustness
of the Pareto front become vaguer. The explanation is that a huge
number of POS is produced, during the Monte Carlo simulation
process, and the robustness index of the reference POS converges
to zero. For this reason it is unwise to use the proposed method in
big problems because implications on the robustness of the Pareto
front are ambiguous.

4. Numerical examples

In this section, we present two numerical examples. The first
one is described by two objective functions, uncertainty over all
model’s parameters and a constant perturbation parameter. The
second example bears three objective functions, with uncertainty
only on the objective function coefficients. The second example is
modeled using a non-constant perturbation parameter a.

4.1. Example with two objective functions

We first illustrate the approach with a knapsack problem with
two objective functions, 50 items and a single family of con-
straints.

50
maxz; = Y X
i=1
50
maxz; = Y CpX;
i=1
st
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Fig. 4. Visualization of robustness information on the Pareto front.

50
Z wiX;<b (7)
i=1
The objective functions coefficients are randomly generated
within the range [100, 1000], using uniform distribution, and they
are uncorrelated (R=0.022). The weights (w;) are also randomly
generated in the same way and b signalizes half the sum of the
weights.

50
b=05x Y w; 3
i=1

The detailed data for ¢4, ¢, w and b are provided in Table A1 of
Appendix A.

Initially, we solve the reference problem exactly with AUGME-
CON2 and we obtain 54 POS*. The solution time, using GAMS with
CPLEX 12.2 in a core i5 2.5 GHz, is 9.56 s. Each POS is a vector of “0”
and “1” and is appropriately coded using the process described in
Section 3.1. Subsequently, we perform the Monte Carlo simula-
tion-multi-objective optimization phase. We set the sampling
intervals for all the model's parameters using a disturbance
parameter a=5%. We set T=1000 Monte Carlo iterations, so we
solve the problem 1000 times, after performing the random
sampling of the model’s parameters. The modeling and solution
of the combination of Monte Carlo simulation and AUGMECON2
method are performed in the GAMS platform. All 1000 iterations
last 8505 s (2 h 21 min 45 s). In total we produce 2693 different
POS that are allocated to the 1000 PFs.

Then, we measure the frequency of each reference POS* across
the 1000 PS. The higher the frequency, the more robust is the
relative POS™ of the reference problem. The frequency for the p-th
reference POS*, as explained in Section 2.3, quantifies the

robustness of the specific POS* and is denoted as the robustness
index (RI,). The Total Robustness Index that characterizes the
reference Pareto set is calculated by formula (7) and is TRI=0.243.

In Fig. 5 we can see the conventional Pareto front along with
the enhanced Pareto front, exploiting the additional information of
the robustness of POS*. In Fig. 5a, all POS* are depicted with points
of the same size, while in Fig. 5b the size of each POS* is
proportional to its RI. In this way, the DM has the opportunity to
isolate at a glance the areas of the Pareto front that are more
robust than other. Hence, he/she can use robustness as an addi-
tional criterion in the pursuit of the most preferred among the
POS*.

The effect of the number of Monte Carlo iterations on the
results was also examined. Namely, in addition to the 1000 Monte
Carlo iterations, we also performed the robustness assessment test
with T=100 T=500 and T=1000 iterations, in order to examine
the accuracy of the results. The results for the robustness indices of
the 54 POS™ are shown in Fig. 6.

We also tested the stochastic process with three different seeds
for the random number generator in order to delve further into the
stability of the method. We used three different seeds for the
Monte Carlo simulation and 1000 iterations. The total robustness
index TRI for the three different seeds was calculated 0.243, 0.241
and 0.244 respectively, which are considered to be similar to each
other. In addition, the maximum difference among the robustness
indices for the POS™ from the three runs was 8.1% and the average
difference was only 1.8%. Therefore, the stability of the method for
1000 runs is considered as adequate.

It must be noted that in case uncertainty is only existent in the
objective function coefficients (using again a=>5%), sampling is
performed only for these specific parameters. As it is expected, the
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produced POS are fewer (287 instead of 2693) and the total
robustness index is TRI=0.688, which is significantly higher than
in the previous case, where all model’s parameters were consid-
ered as uncertain. In general, the more parameters we consider as
uncertain, the lower the robustness indices for the reference
Pareto set.

4.2. Example with three objective functions

Additionally, we test the method in a multi-objective multi-
dimensional knapsack problem with three objective functions, 30
items and 3 constraints. It must be noted that the tri-objective
problems are much more challenging than the bi-objective ones,
because the exact calculation of the Pareto set is significantly more
computationally demanding (see [19]). The model of the numer-
ical example is described by the following mathematical formulae.
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Fig. 5. Pareto fronts without (a) and with (b) robustness information embedded.
(a) Pareto front, (b) Pareto front with robustness information.

149
The problem’s input data are provided in Appendix A (Table A2).
30
maxz,= Y cuX; k=1,....3
i=1
st

30
.leffxiSbf j=1,...,3 (9)
i=

The objective functions coefficients are randomly generated
within the range [1, 10] using uniform distribution and they are
uncorrelated (greatest correlation coefficient R among the three is
0.12). The weights (wy) are similarly randomly generated in
[10, 100]. b; is half the sum of the weights as in the previous
example. First, we solve the reference problem exactly with
AUGMECON2 and we obtain 91 POS* The solution time using
GAMS with CPLEX 12.2, in a core i5 2.5 GHz is 78.43 s.

Then, we proceed to the robustness analysis of the PS*. In this
example we consider only the objective function coefficients as
the uncertain parameters. We also consider constant sampling
intervals for each coefficient and we assume therefore a coefficient
dependent perturbation parameter (a;, instead of a). The sampling
interval is defined as —1 and +1 around the original objective
function coefficient. We perform 1000 iterations, in order to apply
the combination of Monte Carlo simulation and AUGMECON2
method. The 1000 iterations lasted 73,098 s (20 h 18 min 18 s)
and we produced 2221 different POS in total, which shape the
1000 exact Pareto sets. Subsequently, we measure the frequency of
each one of the reference POS* across the 1000 PS. The Total
Robustness Index that characterizes the reference Pareto set is
calculated by Eq. (7) and is TRI=0.579.

In Fig. 7 we can see the conventional Pareto front, along with
the enhanced Pareto front, exploiting the additional information of
the robustness of POS*. In this way, the decision maker can isolate
at a glance the areas of the Pareto front that are more robust
than other.

The values of the objective functions of the 91 POS*are
presented in Appendix A (Table A4). The robustness indices for
the 91 POS™ are shown in Fig. 8. We observe that 22 out of 91 POS*
have a Robustnes index greater than 80%. Similarly, 55 out of 91
POS* exhibit RI greater than 50% and 83 out of 91 POS* greater
than 20%.

A small robustness index, such as that of POS* 34 (Fig. 8),
indicates that we should probably avoid this solution, given that
with a small perturbation of the objective function coefficients it
will be probably get dominated by others. In other words, it will
cease to be optimal. This conclusion emerges from the fact that
POS* 34 is present as a non dominated solution in only 8% of the
produced Pareto sets, while there are other POS* that are present
in more than 90% of the Pareto sets as clearly shown in Fig. 8.
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Fig. 6. The Robustness indices for different number of Monte Carlo iterations.
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5. Application

In this section we illustrate the method through the use of an
application dealing with project portfolio selection, taking into
account two objective functions. The evaluation of the projects in
the objective functions is characterized by imprecision and
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Fig. 7. Pareto fronts without (a) and with (b) robustness information embedded:
(a) Pareto front, (b) Pareto front with robustness information.
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therefore robust POS* which correspond to project portfolios,
need to be identified. In Section 5.1 we describe the problem, then
we present the corresponding MOIP model (Section 5.2) and
eventually in Section 5.3 we show the robustness analysis results
and discuss on them.

5.1. Problem description

The application refers to an academic project portfolio selection
problem. Similar to Mavrotas et al. [16], the case concerns a capital
budgeting problem that examines the possibility of funding
different research proposals. There are 108 research proposals
from 6 departments. Each proposal is defined as either of basic or
applied research. The cumulative cost of the 108 proposals is
19,780,000 Euros, while the available budget is 4000,000 Euros.
The proposals are evaluated by a group of experts based on two
criteria: (1) the project quality (denoted as PQ) that has to do with
the project’s characteristics (usefulness, innovation, quality of
proposal, etc.) and (2) the human quality (denoted as HQ) that
corresponds to the ability of the proposal’s researchers to under-
take the project (relevant experience of faculty, previous works,
etc.). The scores for these two criteria are integers, namely a
quantitative discrete, linear scoring scale in the range from 1 to 20.
There are two types of segmentation constraints that need to be
respected:

(1) Department representation. Instead of allocating evenly the
total budget to the six departments and evaluate their own
proposals, a comprehensive approach is proposed in order to
have a more objective and effective project selection proce-
dure. All 108 projects compete with each other but there exist
upper and lower bounds for the representation of each
department, which are the same for all six of them. More
specifically, the share of each department must vary between
10% and 30% of the total number of projects that are eventually
selected.

(2) Type of research. The research proposals are characterized either
as applied research, or basic research in a proportion almost 2:1.
Given that it is easier for the applied research projects to get
funded from other sources, we limit their share, promoting
therefore the basic research ones. Hence, an explicit constraint
is formulated, stating that the budget allocated to basic research
proposals should be at least 40% of the total budget.

The aim of the current analysis is to produce the PS* and
explore the robustness of the POS* (proposals portfolios) with
respect to small perturbations on the scoring of the proposals in
the two criteria. In other words, we examine how sure are we that
a specific portfolio remains Pareto optimal, given that the evalua-
tion scores of the projects in the two criteria may vary + 1 grade.
For example, assume that the initial evaluation of project quality

O o o AR S SRR a

1 4 7 1013 1619222528371 3937490493 96 49 52 55 58 671 69 6> 70 73 76 79 82 85 8g 97

Fig. 8. The Robustness indices for the 91 POS".
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for the nth project is 17. During the robustness analysis this
evaluation varies as 16, 17, 18 with equal probability for each
grade. This is practiced for all 108 projects through the Monte
Carlo simulation.

It must be noted that providing the whole Pareto set, we avoid
the explicit use of weights in the criteria. The decision maker gets
a clear picture of all Pareto optimal portfolios of projects, along
with their characteristics (number of projects, allocated budget,
representation of departments and type of research) before mov-
ing to his decision. Additionally, in the proposed approach, he may
exploit the provided robustness information in the evaluation of
the Pareto optimal portfolios when selecting his most preferred.
Given that the evaluations of each project from the experts are
more or less subjective, the decision maker can reduce this
subjectivity by practicing robustness analysis. The robust portfo-
lios indicate that they are more or less insensitive to small
perturbations on the projects’ evaluation grades.

5.2. Model building

5.2.1. Decision variables

The decision variables of the model are binary, indicating
acceptance (X;=1) or rejection (X;=0) of the i-th research proposal
in the final portfolio.

Table 2
The characteristics of the 20 POS*.

PQ HQ Cost Projects depl dep2 dep3 dep4 dep5 dep6
1 490 470 3990 31 5 7 4 6 4 5
2 488 478 4000 31 5 7 4 7 4 4
3 486 483 3995 32 4 8 4 8 4 4
4 485 486 4000 32 4 8 5 7 4 4
5 484 488 4000 32 5 9 4 6 4 4
6 482 489 4000 32 5 9 4 6 4 4
7 480 492 4000 32 5 9 4 6 4 4
8 478 493 4000 32 5 9 4 6 4 4
9 477 494 4000 32 4 8 5 7 4 4
10 475 496 4000 32 4 9 4 7 4 4
11 473 498 4000 32 4 9 4 7 4 4
12 470 500 4000 32 4 9 4 7 4 4
13 468 501 4000 32 4 9 4 7 4 4
14 466 502 4000 32 4 8 4 8 4 4
15 459 504 4000 31 4 7 4 8 4 4
16 456 505 3990 31 4 7 4 8 4 4
17 455 506 4000 31 5 7 4 7 4 4
18 451 508 4000 31 4 8 4 7 4 4
19 437 509 4000 30 4 8 4 8 3 3
20 435 510 4000 30 4 7 4 9 3 3
50% -~
A5% G- g m oo
40% +------------- - -
35% f -
30% f---------- ---------------
25% -~ - -
20%1T@m-- -0 -
VS B o b B B B B B -
(VS B o B B o B o B -
5 T B F B F B B B B
0% -

1 2 3 4 5 6 7 8 9

5.2.2. Parameters

The parameters of the model are the score of each project for
project quality (PQ) and human quality (HQ), the cost of each
project, the total available budget (4 million Euros), the lower and
upper bounds for the representation of each department (10% and
30% respectively) and the lower bound for the budget share
dedicated to basic research (40%). The data of the 108 projects
are given in Table A3 of Appendix A.

5.2.3. Constraints
The constraints of the model are the following:

(a) The total cost cannot exceed 4 million Euros

108
Z CoS t; XXi:TC
i=1

TC <4000 (10)

where cost; is the cost of the i-th proposal in thousand Euros
and TC is the decision variable that expresses the total cost of
the portfolio of proposals.

(b) The representation of departments in the obtained solutions
are constrained by lower and upper bounds:

108
Y Xi<03x Y X; forj=1,....6
ie D) i=1

108
Y Xi=01x Y X; forj=1,...,6
i D(j) i=1

amn

where D(j) denotes the set of projects proposed from the j-th
department.
(c) The lower bound for the share of basic research proposals is
40% of the total funding.
Y cos tixX;=>04xTC

i € Basic

12)

5.2.4. Objective functions
The two objective functions are: (1) maximization of total
usefulness of the research portfolios and (2) maximization of total
faculty sufficiency. They are modeled as
108

maxz; = Z PQI x Xj
i=1

108
maxz; = Z HQI x Xj
i=1

13)

10 11 12 13 14 15 16 17 18 19 20

Fig. 9. The Robustness indices for the 20 POS".
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PQ; and HQ; are the scores for Project quality and human quality
respectively for ith proposal (receiving values from 1 to 20).
5.3. Results and discussion

First, we solve the problem with the original objective function
coefficients in order to obtain the reference Pareto set. Using
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Fig. 10. Pareto fronts of the case study without (a) and with (b) robustness
information embedded: (a) Pareto front, (b) Pareto front with robustness
information.
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AUGMECON2 (coded in GAMS and solved by CPLEX 12.2), we
produce the exact Pareto set (PS*) that includes 20 POS*, which
means 20 combinations (portfolios) of research proposals. The
computational time in an Intel Q9650 core2 at 3 GHz with 4 GB
RAM running Windows 7 at 64 b is 7.2 s.

Subsequently, analysis of robustness in the specific capital
budgeting problems is performed as follows: We assume that a
source of uncertainty is the evaluation score of the projects in the
two criteria, as extracted by the experts. We create sampling
intervals around the objective function coefficients that express
the evaluation uncertainty and actually define the perturbation
values. Given the values of the objective function coefficients,
which range from 1 to 20, the sampling coefficients are in the
neighborhood of +1, i.e., the sampling intervals are defined as
[PQ;—1, PQ;+ 1] and [HQ;— 1, HQ;+1]. For example, if the score for
Project Quality for a proposal is 14, in the Monte Carlo simulation
approach may obtain the values 13, 14 and 15, all three with equal
probabilities.

We set the number of Monte Carlo iterations to T=1000 and
we model the whole process in GAMS (Monte Carlo simulation
with random number generation, generation of exact Pareto set
and reporting). In each Monte Carlo iteration the exact Pareto set
is obtained using AUGMECON2. The solution time after 1000
iterations is 6887 s (1 h 54 min 47 s). The number of different
POS obtained in the 1000 Pareto sets varies from 16 to 31 across. In
these 1000 Pareto sets there are 2531 different POS that at least
appear in a single iteration (almost half of them appear just once).

Then, we code the obtained Pareto optimal solutions and we
measure the frequency of the 20 POS* across the 1000 iterations.
The values of the objective functions of the 20 POS* along with
their cost and department distribution are shown in Table 2.

The robustness index RI, for each POS™ is shown in Fig. 9.

The total robustness index TRI that characterizes the Pareto set
is obtained as the average of RI, and is TRI=24.9%. The Pareto front
in the criteria space is shown in Fig. 10. Fig. 10a shows the
conventional Pareto front (all Pareto points are of the same size),
while Fig. 10b shows the Pareto front with the incorporated
robustness information (the size of the Pareto points grows
proportionally to the RI).

The visualization of robustness aids the DM to easily detect the
areas of the Pareto front that are more robust than others. For
instance, in our specific case the most robust area of the Pareto
front is spotted at the middle. On the other hand, the area close to
the maximization of HQ is the less robust. The visualization of the
information is also useful with regard to specific POS*. For
example, if the DM decides to focus on portfolios 4, 5 and 6
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Fig. 11. Pareto fronts for different levels of Robustness (full and with RI > 25%). (a) Original Pareto front, (b) Pareto front with RI > 25%.
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(4th, 5th, 6th from the bottom-right), which have close perfor-
mance in the two objectives, he/she can immediately realize that
solution 5 is the most robust.

Another informative chart concerns the isolation of the POS*
that exhibit RI greater than a predefined threshold (see Section
3.3). In this way, we limit the information overload to the DM,
reducing the number of POS* to be compared and considered for
selection. In our case we have set the Robustness Index threshold
to 25% and consequently only 10 out of the 20 project portfolios
qualified and are presented to the DM, as shown in Fig. 11.

Conclusively, the added value of the chart embedding robust-
ness information is obvious and significant during decision sup-
port. The DM can spot at a glance the Pareto optimal solutions as
well as the regions of the Pareto front that are more robust.
Therefore, robustness can be envisaged as an extra criterion to be
considered in the decision making process, towards the selection
of the most preferred solution. In other words, the DM, apart from
the values of the objective functions, can also take into account the
robustness of the Pareto optimal solutions.

6. Conclusions

In this paper we propose a methodology that can be used to assess
the robustness of the Pareto set, as well as the individual Pareto
optimal solutions in MOCO problems. The MOCO problems are
translated into appropriate MOIP problems and are solved exactly.
The key of the proposed method lies in the capability to produce the
exact Pareto set in MOIP problems by using the AUGMECON2 method.
We combine AUGMECON2 with Monte Carlo simulation process in
order to perform a thorough examination of the parameters space.
The computational complexity of the procedure is significant, because
in each Monte Carlo iteration we solve a MOIP problem exactly, which
means that we produce all the POS.

The most meaningful information and added value that emerges
from the proposed approach is the robustness measurement of the
whole Pareto front and the specific Pareto optimal solutions. We also
propose the visualization of the robustness information using appro-
priate 2-D and 3-D charts. These charts are very helpful for the DM as
he can easily detect regions of high and low robustness and focus
appropriately. In addition, such charts reduce the information over-
load, by presenting to him/her only the “robust” Pareto optimal
solutions. This information can be exploited in the decision making
procedure, when it comes to selecting the most preferred Pareto
optimal solution.

This study has set the bases for an elaborative analysis and
measurement of the robustness of integer multi-objective problems,
implying also some very interesting perspectives for future research.
For instance, we made use of uniform distribution for the parameters
in the Monte Carlo simulation but when relevant information is
possessed, the DM can use an alternative distribution. In this case the
perturbation parameter can be quantified by appropriate distribution
parameters like e.g. the standard deviation of a normal distribution,
and it is an instance which is interesting to study. Then, its results can
be compared to the ones of the uniform distributions and calculate to
what extent the RI may ameliorate.

Moreover, in the current study we deal only with discrete
problems. As part of our future research we are also planning to
extend the robustness analysis, including also continuous variables
(i.e., mixed integer and linear multi-objective problems). In this
case, a different approach should be followed in order to incorpo-
rate effectively the continuous variables and visualize appropri-
ately the robustness information. Regarding the specific
application to academic research projects, a future work may
incorporate the uncertainty of the projects’ cost to the robustness

analysis. In this case we will have uncertain parameters not only in
the objective functions but also in the model’s constraints.
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Appendix A

See Tables A1-A4.

Table A1
The data for the first knapsack problem of the numerical example.

Item [ [ w
1 576 235 402
2 184 186 120
3 607 657 710
4 418 990 513
5 833 574 391
6 875 286 845
7 210 178 316
8 242 391 296
9 201 418 282
10 247 529 935
11 332 183 150
12 875 940 962
13 290 224 320
14 822 282 377
15 207 998 862
16 467 687 859
17 648 815 931
18 379 121 119
19 201 478 938
20 169 561 513
21 736 277 426
22 929 203 609
23 137 177 902
24 148 551 573
25 945 709 114
26 225 793 469
27 222 903 365
28 655 547 893
29 981 426 158
30 593 225 866
31 378 387 587
32 106 927 112
33 190 545 598
34 873 590 180
35 790 850 726
36 611 582 512
37 160 915 419
38 458 185 640
39 209 501 639
40 437 189 165
41 194 240 805
42 764 972 461
43 415 426 567
44 593 560 990
45 516 865 812
46 749 316 936
47 507 804 698
48 815 531 663
49 457 447 856
50 407 935 335
RHS (=b) 13958.5
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Table A2 Table A4
The data for the second knapsack problem of the numerical example. The coordinates of the 91 Pareto optimal solutions of the 3-objective problem of
Section 4.2.
Item c [y c3 wy w, w3
# Z; Z, Zs Nos. Z; Z, Zs
1 2 2 8 84 19 89
2 7 9 1 49 96 57 1 114 85 87 47 89 102 96
3 3 5 5 68 93 82 2 112 91 82 48 113 76 98
4 9 3 5 20 64 63 3 m 95 80 49 m 78 99
5 8 1 10 97 72 75 4 109 96 84 50 105 93 96
6 3 3 2 74 91 67 5 108 98 78 51 101 95 99
7 10 8 1 60 32 929 6 107 102 80 52 98 99 100
8 8 3 30 96 97 7 106 104 78 53 94 101 97
9 6 6 10 13 44 95 8 102 108 77 54 107 87 100
10 6 7 5 95 76 28 9 99 109 84 55 106 89 97
11 5 10 5 19 69 83 10 89 1 77 56 104 91 98
12 9 4 10 41 82 51 11 102 105 81 57 103 92 97
13 2 6 8 17 51 99 12 108 97 81 58 81 100 98
14 1 9 2 95 38 43 13 110 94 88 59 103 90 99
15 6 1 9 73 52 38 14 107 100 84 60 110 79 100
16 3 9 3 12 22 93 15 105 101 81 61 109 80 104
17 10 5 2 66 83 76 16 104 101 91 62 102 89 103
18 6 5 8 55 27 31 17 102 103 85 63 100 90 101
19 1 6 3 75 70 75 18 101 105 82 64 106 84 105
20 1 5 2 20 56 90 19 112 88 90 65 97 92 104
21 4 8 5 56 29 32 20 111 90 88 66 96 97 101
22 10 3 7 80 89 76 21 108 95 86 67 89 98 101
23 7 9 3 59 86 84 22 107 98 89 68 85 99 101
24 2 3 6 66 48 42 23 106 99 86 69 93 93 103
25 6 3 7 25 13 33 24 99 104 92 70 92 94 106
26 7 6 9 70 95 65 25 97 108 86 71 86 95 104
27 5 5 3 95 66 44 26 96 105 87 72 84 96 103
28 7 4 2 96 94 77 27 94 106 89 73 100 87 106
29 5 4 3 62 16 11 28 91 107 91 74 97 91 107
30 6 6 1 74 44 38 29 114 82 95 75 102 81 106
b, b, bs 30 95 105 94 76 102 80 107
RHS 873 906.5 966.5 31 109 91 92 77 99 85 107
32 108 93 89 78 101 78 108
Table A3
The data for the 108 projects of the application.
# PQ HQ  Cost (k€) Dept  Res. type®  # PQ HQ Cost (k€) Dept Res.type® # PQ HQ  Cost (kE) Dept  Res. type®
1 18 13 320 1 A 37 10 13 250 2 A 73 10 6 165 4 A
2 15 14 160 1 A 38 18 16 150 2 A 74 14 16 260 5 A
3 16 19 185 1 A 39 6 11 130 2 A 75 9 8 160 5 A
4 18 12 330 1 A 40 19 12 365 3 A 76 6 6 155 5 B
5 12 15 110 1 B 41 14 16 120 3 B 77 20 19 280 5 A
6 11 16 100 1 B 42 20 16 280 3 A 78 14 12 205 5 A
7 20 16 110 1 B 43 10 14 120 3 A 79 10 9 215 5 A
8 9 6 150 1 A 44 18 13 300 3 A 80 20 18 330 5 A
9 20 14 210 1 A 45 8 9 115 3 B 81 11 10 255 5 A
10 18 15 130 1 B 46 14 10 120 3 B 82 14 18 105 5 B
11 11 14 190 1 A 47 17 18 190 3 A 83 8 12 105 5 B
12 18 15 240 1 A 48 16 12 335 3 A 84 12 9 150 5 A
13 12 10 240 1 A 49 15 20 160 3 A 85 12 10 100 5 B
14 15 10 190 1 A 50 20 16 240 3 A 86 13 18 150 5 B
15 18 18 180 1 A 51 10 5 110 3 A 87 12 10 130 5 B
16 14 11 170 2 A 52 14 16 190 3 A 88 15 14 210 6 A
17 16 15 185 2 A 53 17 20 125 3 A 89 12 20 270 6 A
18 12 14 215 2 A 54 14 9 305 3 A 90 7 9 145 6 B
19 11 17 105 2 B 55 14 18 135 4 A 91 14 13 285 6 A
20 14 10 110 2 B 56 12 16 190 4 A 92 19 1 145 6 B
21 11 6 160 2 B 57 18 18 310 4 A 93 19 15 255 6 A
22 15 12 155 2 B 58 13 12 215 4 A 94 11 14 165 6 A
23 6 10 155 2 B 59 10 6 270 4 A 95 14 18 180 6 A
24 16 17 190 2 B 60 20 16 315 4 A 96 13 9 140 6 A
25 14 16 125 2 A 61 16 14 240 4 A 97 18 13 130 6 A
26 6 7 135 2 A 62 16 17 150 4 B 98 19 12 185 6 A
27 17 16 105 2 B 63 18 14 110 4 B 99 8 6 125 6 B
28 10 9 205 2 A 64 16 14 135 4 B 100 12 14 260 6 A
29 20 13 220 2 A 65 14 18 150 4 B 101 9 12 165 6 A
30 14 20 180 2 A 66 18 17 115 4 B 102 10 20 165 6 A
31 16 15 190 2 A 67 12 11 130 4 B 103 20 13 250 6 A
32 10 6 190 2 A 68 14 20 180 4 B 104 17 12 150 6 A
33 20 16 115 2 A 69 15 18 165 4 A 105 13 17 175 6 A
34 6 16 105 2 A 70 14 18 130 4 B 106 17 15 110 6 B
35 20 16 145 2 A 71 17 20 195 4 A 107 20 14 260 6 A
36 11 12 115 2 A 72 5 9 105 4 A 108 18 17 280 6 A

@ Research type: A=applied research, B=basic research.
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Table A4 (continued )

# zZ Z, Z3 Nos. Z Z, Z3
33 107 97 92 79 96 80 108
34 110 88 91 80 95 81 109
35 110 84 92 81 93 87 109
36 102 100 93 82 101 74 111
37 110 83 99 83 98 78 112
38 109 87 93 84 94 80 110
39 108 89 96 85 88 81 110
40 107 95 95 86 82 83 110
41 98 101 95 87 86 79 111
42 97 103 94 88 80 80 111
43 109 86 96 89 99 72 113
44 101 97 94 90 87 78 113
45 99 98 96 91 93 72 115
46 100 96 96
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1. Introduction

A significant factor pertaining to the non-compensatory multicri-
teria decision aiding models (MCDA), such as the outranking meth-
ods (i.e. ELECTRE and PROMETHEE), is the criteria weighting, or the
importance of the criteria. Generally, these parameters imprint the
preferences of a single decision maker (DM) to the model. The exist-
ing methods, which are widely used to assess the criteria importance
weights, could be classified into two categories: (i) direct assessment
procedures, where the DM is asked to explicitly express the criteria
weights in terms of percentages, and (ii) indirect methods, inferring
the weights from pairwise comparisons of the criteria or reference
alternatives. Most of these procedures use mathematical program-
ming formulations (see the reference by Pekelman & Sen, 1974 or the
MCDA survey by Figueira, Greco, & Ehrgott, 2005).

The second category of methods includes among others:

o the method of cards proposed by Simos (1990a, 1990b) that will
be described in the following section;

o the method of centralized weights (Solymosi & Dombi, 1986),
which requests from the DM a number of ordinal comparisons

* Corresponding author. Tel.: +302107723609; fax: +302107723550.
E-mail addresses: 1siskos@epu.ntua.gr (E. Siskos), ntsotsol@unipi.gr (N. Tsotsolas).

http://dx.doi.org/10.1016/j.ejor.2015.04.037

of criteria that are formulated as linear inequalities, in order to
obtain the centroid of the vertices of a polyhedron;

the TACTIC method (Vansnick, 1986) in which the relative im-
portance of the criteria is depicted and assessed as a system of
functional representations of relations;

DIVAPIME (Mousseau, 1995), which has been adapted to the ELEC-
TRE methods and is implemented by making pairwise compar-
isons of fictitious alternatives, in order to support the elicitation
of importance variation intervals;

the analytic hierarchy process (AHP), proposed by Saaty (1994),
where the DM is asked to provide pairwise comparisons over the
priority of criteria on a prespecified numerical scale; and
MACBETH (Bana e Costa, De Corte, & Vansnick, 2012) which infers
the weights as values of attractiveness from pairwise comparisons
of the criteria on a qualitative scale, measuring thus the magnitude
of attractiveness.

Recently, Bisdorff, Meyer, and Veneziano (2014) proposed a mixed
integer linear programming model to infer the criteria importance
weights from overall outranking statements, by maximizing the sta-
bility of the induced median-cut outranking digraph. The outranking
statements are acknowledged by the DM during an MCDA procedure.

The method proposed by Jean Simos in 1990 has gained popu-
larity and has been applied to different types of problems, due to
its simplicity, and the convenience it provides to a DM to express

0377-2217/© 2015 Elsevier B.V. and Association of European Operational Research Societies (EURO) within the International Federation of Operational Research Societies (IFORS).

All rights reserved.
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her/his preferences. Specifically, it requires the construction of a hi-
erarchy on the evaluation criteria, by involving the DM to a “play-
ing cards” procedure, in order to attribute numerical values to them.
Nevertheless, the process recommended by Simos and its revised
version proposed by Figueira and Roy (2002) have some robustness
issues. In particular, they arbitrarily calculate a unique weighting vec-
tor, even though there exist infinitely more weight vectors, also sat-
isfying the preferential statements, which have been defined by the
DM during the initial arrangement of the cards.

According to Figueira et al. (2005), a robustness concern consists
of all possible ways that contribute in building synthetic recommen-
dations based on robust conclusions. In the case of Simos method,
a well-structured framework will be developed and used, in order
to further facilitate the study of robustness concerns in outranking
methods. Furthermore, the framework will address several other is-
sues, affecting the quality of the outcome, in terms of robustness,
such as the level of ratio z, introduced in the revised version of Simos
(Shanian, Milani, Carson, & Abeyarante, 2008). In addition, the frame-
work has to be appropriately adapted to support the implementation
of the ELECTRE and PROMETHEE methods when interaction between
criteria is taken into account (Figueira, Greco, & Stowinski, 2009) and
when a multiple criteria hierarchy process is applied.

The aim of this paper is to expose the arbitrariness of the estima-
tions made through the Simos method (robustness problem) and to
propose amendment measures, in order to support DMs in identify-
ing the preferable importance weights themselves. From this point of
view, the methodological recommendations propounded in this pa-
per should be considered as complementary and indispensable, when
choosing to practice the method. All these rules and measures form
a methodological framework, which, if adapted to the original or re-
vised method of cards, can now be referred to as the Robust Simos
Method.

A brief presentation of the Simos method in its original and re-
vised versions, accompanied by an extended literature review of its
implementation, is provided in Section 2. The robustness issues as-
sociated with the method are outlined in Section 3, while Section 4
proposes some robustness rules and measures. These formulate the
Robust Simos Method, which supports the elicitation of a represen-
tative and “acceptable” set of weights. In Section 5, two numerical
examples illustrate the paper’s evidence and propositions. These ex-
periments come to prove the massive impact of the instability of the
weights on the robustness of the final results. The conclusions of this
paper are in Section 6.

2. Areview of the Simos methods

This section describes the original Simos method, as well as its
revision by Figueira and Roy (2002). Section 2.2 presents the state-of-
the-art, of the use of the method, in the scientific literature.

2.1. Description of the Simos method

The original Simos method consists of the following three steps,
concerning the interaction with the DM and the collection of infor-
mation:

1. The DM is given a set of cards with the name of one criterion on
each (n cards, each corresponding to a specific criterion of a family
F). A number of white cards are also provided to the DM.

2. The DM is asked to rank the cards/criteria from the least to the
most important, by arranging them in an ascending order. If mul-
tiple criteria have the same importance, she/he should build a
subset by holding the corresponding cards together with a clip.

3. The DM is finally asked to introduce white cards between two
successive cards (or subsets of ex aequo criteria) if she/he deems
that the difference between them is more extensive. The greater

the difference between the weights of the criteria (or the subsets
of criteria), the greater the number of white cards that should be
placed between them. Specifically, if u denotes the difference in
the value between two successive criteria cards, then one white
card means a difference of two times u, two white cards mean a
difference of three times u, etc.

The information provided by the DM is utilized by the Simos
method for the determination of the weights, according to the fol-
lowing algorithm:

i. ranking of the subsets of ex aequo from the least important to the
most important, considering also the white cards,
ii. assignment of a position to each criterion/card and to each white
card,
iii. calculation of the non-normalized weights, and
iv. determination of the normalized weights.

The least qualified card is given Position 1, while the most qual-
ified one receives Position n. The non-normalized weight of each
rank/subset is determined by dividing the sum of positions of a rank,
by the total number of criteria belonging to it. The non-normalized
weights are then divided by the total sum of positions of the criteria
in each rank (excluding the white cards), in order to normalize them.
The obtained values are rounded off to the lower or higher nearest
integer value.

Following the criticism of Scharlig (1996) that the method pro-
cesses the information unrealistically, Figueira and Roy (2002) ex-
pressed objections to the way the Simos procedure determines the
weights. One of the main issues indicated is that it elicits only one set
of weights that satisfies the model expressed by the DM. However,
other sets of weights could probably better fit the DM’s preferences
on the relative importance of the criteria. Such sets of weights cannot
be obtained by the Simos’ procedure. A second point of criticism is
that the procedure processes criteria with the same importance (i.e.
the same weight), in a non-robust way. If one tries to re-order the
cards between two subsets, she/he realizes that the distance (differ-
ence of weights) between the subsequent subsets has changed in an
uncontrolled way. This phenomenon occurs because the difference of
weights between two successive subsets of criteria is automatically
influenced by the number of existing cards in these subsets. The user
however “does not have a real or absolute perception of the way in
which the numerical values are determined by the procedure”. Finally,
Figueira and Roy do not agree with the rounding of the normalized
weights to 100, because they perceive this as a non-realistic process.

In their effort to address these issues, Figueira and Roy (2002)
proposed a revised version of the Simos method. In addition to the
three-step data collection process, the new procedure introduces a
fourth step, which demands from the DM to state “how many times
the last criterion is more important than the first one in the ranking”
(ratio z). This ratio is used in order to define a fixed interval between
the weights of criteria or their sub-sets. The variable u denotes this
interval: u = (z — 1)/e, where e is the number of different weight
classes (namely single card, subsets of cards, and white card).

2.2. State of the art

The Simos method, although exhibiting considerably easy, almost
naive, data collection and implementation, has been extensively used
in the scientific literature. Several authors have made use of the
method, mostly combined with ELECTRE type methods, in order to
assess the importance of the criteria weights. A review of the litera-
ture unveiled a very wide area of application, from energy planning
and environmental evaluation problems, to project selection and me-
chanical engineering problems. Forty such applications are depicted
in Table 1. It has also been noticed that many business and market
surveys make use of the Simos method, in order to assign weights to
the evaluation criteria, but they are rarely published.
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Table 1
A review of applications of the Simos method.

Research paper MCDA method Revised  Stability/ Application field, type of problem
Simos Sensitivity

Shanian et al. (2008) ELECTRE III Yes Yes Industrial Design, Material Selection

Ozcan, Gelebi, and Esnaf (2011) ELECTRE I No No Warehouse location selection

Kodikara, Perera, and Kularathna (2010) PROMETHEE Yes No Urban water supply problem

Fontana, Morais, and Almeida (2011) SMARTER (SMARTS) Yes No Urban water conservation Strategies

Marzouk, Hamid, and El-Said (2014a) Priority index model No No Projects prioritization

Marzouk, Nouh, and El-Said (2014b) Rating model No No Projects rating system

Pictet and Bollinger (2008) MAVT No No Public procurement in Switzerland

Herssens, Jureta, and Faulkner (2008) PROMETHEE I Yes No Service selection process

Merad, Verdel, Roy, and Kouniali (2004) ELECTRE TRI Yes No Risk zoning and management

Cavallaro (2009) PROMETHEE No No Assessment of concentrated solar thermal technologies

Augusto, Lisboa, Yasin, and Figueira (2008) ELECTRE III Yes No Firms benchmarking

Jabeur and Martel (2007) Ordinal sorting method Yes No Group decision making

Dawson and Schlyter (2012) MAVT Yes No Site suitability for solar thermal power station

Ashari and Parsaei (2014) ELECTRE III No No Weapon selection

Cavallaro (2010) ELECTRE III No No Assessment of thin-film photovoltaic production processes

Shanian and Savadogo (2006) TOPSIS Yes No Material selection

Jabeur et al. (2004) ELECTRE IIl, PROMETHEE I, II  Yes No Group decision making

Aretoulis et al. (2010) Linear weighting model No No Supplier evaluation and selection

Alexopoulos et al. (2012) ELECTRE II No No Evaluation of strategic publishing actions

Bojovic, Bonzanigo, and Giupponi (2012) ELECTRE Yes No DSS development

Kostoglou et al. (2014) AHP No No Comparative analysis of Greek Universities web sites

Huaylla et al. (2013) ELECTRE III No No Selection of residential photovoltaic systems

Wilkens and Schmuck (2012) PROMETHEE Yes No Evaluation of energy scenarios

Merad et al. (2013a) ELECTRE III Yes No Evaluation of sustainable development actions within an
organization

Madlener, Kowalski, and Stagl (2007) PROMETHEE [, II Yes No Appraisal of renewable energy scenarios

Cai, Liao, and Wang (2012) GDM method Yes No Group decision making

Azadeh et al. (2011) TOPSIS Yes No Optimum operator assignment in cellular manufacturing
systems

Merad, Dechy, Marcel, and, Linkov (2013b) ~ ELECTRE III Yes No Assessment of the governance of sustainability

Merad, Dechy, and Marcel (2011) ELECTRE III Yes No Assessment of sustainable development actions

Xidonas et al. (2007) PROMETHEE I, I No No Appraisal of consumer credit banking products

Jamali and Nejati (2009) TOPSIS Yes No Material selection problem

Bahraminasab and Jahan (2011) VIKOR Yes No Material selection problem

Pictet and Bollinger (2005) Various MCDA methods Yes No Group decision making in public procurement

Shanian et al. (2012) ELECTRE III Yes No Material selection

Esseghir and Mellouli (2006) ELECTRE TRI Yes No DSS for the evaluation of scientific research structures

Brifcani et al. (2012) TOPSIS, VIKOR, ELECTRE Yes No Review of techniques for material selection

Figueira et al. (2011) Electre Tri-C Yes No Assisted reproduction sorting model

Ribas and da Silva Rocha (2014) Fuzzy AHP Yes No Prioritization of energy efficiency investments

Bollinger, Maystre, and Slowinski, (1997) ELECTRE I1I No Yes Location of an incineration plant for municipal waste

Wang and Zionts (2014) - Yes No Comparison of generalized Rank-Sum method with Simos

It is recognized that Figueira and Roy triggered a wide application
of the Simos methodology, since most of the aforementioned studies
make use of their revised version. However, none of them investigates
the robustness of the method, or examines the stability of the weights
obtained by Simos, except partially for Shanian et al. (2008), who
examine the impact of the parameter “z”, on the final results. The
majority of papers use Simos for simplicity and convenience reasons,
without examining or analyzing its risks, a fact which jeopardizes the
quality and questions the validity of their results.

3. Some theoretical concerns

In the frame of the theoretical aspect of this study, two formal
properties, related to the results of the Simos criteria weighting
method(s), are considered:

Property 1. The weighting solution of the Simos method(s)is a vector
of a non-empty convex polyhedral set.

Proof. Without loss of generality, suppose the family of n criteria
g1, 82, ..., & is rearranged in such a way that g; is less or equally
important than g;, ; foreveryj=1,2, ..., n — 1, according to steps 1
and 2 of the Simos procedure. Suppose additionally that the DM has
introduced into the ranking k white cards wcy, wcy, ..., we, (k < n)
during step 3. Let us denote py, ps, ..., pn the unknown weights of
criteria, and wy, wy, ..., w;, the unknown weights of the white cards.

Then, the following system of linear relations results:
Foreveryj=1,2,...,n-1,andh=1,2, ..., k:

- If gjis followed by gj . 1,and g; + 1 belongs to the same importance
class as gj, write:

Dj = Dj+1 (1)
- If g; is followed by g; , 1, and g; + 1 belongs to a higher importance
class, write:

Pj < DPjs1 € Pjr1-pj =8 (2)
- If between gj and gj,; a white card wcy, has been inserted, write:

pj <wpandwy < pj1 & wp—pj>dandpj —wp =38 (3)
pPr+p2+...+pn=1 (4)
p1=20,p2>0,....,ph=0;w; 20,w2>0,...,w >0 (5)

In the case of the revised Simos method, the following equation
should be added, where the z value is actually articulated by the DM:

Pn =2p1 (6)
§ is set equal to a minimal value, say 0.01 (1 percent) for instance, to
distinguish between two consecutive classes of the ranking. Then all
the Simos weighting solutions belong to the polyhedral set:

P = { p € R" /psatisfies the system of relations (1)-(6)} (7)



546 E. Siskos, N. Tsotsolas / European Journal of Operational Research 246 (2015) 543-553

It is still pending to prove that P is non-empty. Suppose, without
loss of generality, that no criteria are of equal importance accord-
ing to the DM’s answers. This implies that there are no equations of
type (1). Obviously, when transforming the inequalities (2)-(3) into
equations, by adding (n + k — 1) slack variables, the linear system
(2)-(6) comprises (n + k) + (n + k — 1) = 2(n + k) - 1 variables and
only(n+k—-1)+1+1=(n+ k)+ 1 equations. Consequently, P is
non-empty because it always has a solution.

Property 2. The polyhedral set P either contains a single criteria
weighting or an infinite number of weighting vectors that are all
consistent with the DM’s criteria ranking.

Proof. Following the findings of Property 1, it suffices to identify cases
where only one weighting solution exists. Obviously, two such cases
could be stated:

Case 1. All criteria are equally important (the DM’s ranking con-
sists of a single class of importance). It is thus obvious that P =

{Gomn))

Case 2. The DM classifies the first ny criteria in one weak class and
the rest of n, criteria in a second strong class (n; + n, = n); no white
card is inserted between the two classes. Let us denote p and q as
the common weights of the criteria in the two classes, respectively.
According to the relations (1), (4), and (6), the following two relations
hold:

mp+nyq=1

1
(n1 + ny2)
It follows that P comprises again a single weighting solution in

which the first n; components are equal to p and the remaining n,
are equal to q.

q = zp, wherep =

4. Robust recommendations

It has previously been shown that the information extracted by
the DM, as part of the original, as well as the revised Simos method,
is not sufficient to ensure a single or robust criteria weighting. On the
contrary, there exists an infinite number of weighting vectors that are
consistent to the DM’s ranking, which form a hyper-polyhedron P. In
other words, although these weighting vectors are compatible with
the DM's ranking of the set of criteria, she/he is totally unaware of their
existence and unjustifiable exclusion during the implementation of
the method. Apart from this, it is possible that this plethora of different
sets of weights causes major variation in the final results, when used
in outranking or other MCDA approaches, e.g. rank reversals, when
implementing the ELECTRE II-11I methods.

Consequently, the set of robustness rules, which are developed in
Section 4.1, should be accounted for and applied by decision analysts,
when selecting to implement the Simos procedure for the assessment
of the criteria weights.

4.1. Robustness rules

The pursuit of one or more of the following robustness rules is
essential, if the analyst wishes to solidly implement the Simos method
and obtain tangible and adequately supported results.

1. Compute the variation range of the weight of each separate crite-
rion, by solving 2n linear programs of the following type (Max-Min
approach):

Minp; &Maxp;, forj=1,2,...,n (8)
s.t.
peP 9)

2. Compute the average weighting vector (barycenter) of all different
vectors (from the 2n solutions obtained in the former rule), as a
more representative weighting solution in the hyper-polyhedron
P (M-N Average); see also Greco, Kadzinski, Mousseau, and
Stowiniski (2011) about the specification of representative param-
eter sets.

3. Find and record all the vertices of the polyhedron P, by using the
Manas and Nedoma (1968) analytical algorithm. This algorithm
traverses the vertices of the Hamiltonian graph, listing them si-
multaneously, until all are identified. Then, calculate a new aver-
age weighting vector, which represents the barycenter of P (see
also the related technique proposed by Solymosi & Dombi, 1986).

4, Implement a random weight sampling algorithm/technique to
produce and statistically analyze a great number of weighting sets
from the polyhedron. A relevant technique is the stochastic mul-
tiobjective acceptability analysis (SMAA) and has been devised by
Lahdelma, Hokkanen, and Salminen (1998). A significant number
of sampling algorithms have already been proposed (see Lovasz,
1999; Smith, 1984; Smith & Tromble, 2004; Tervonen, Valkenhoef,
Bastiirk, & Postmus, 2012). The analyst is then capable of comput-
ing an average weighting solution, which could be considered as
a representative solution within P.

5. Visualize the ranges of variation of the criteria weights and/or
the polyhedron they define, in order to more comprehensively
perceive the extent of the instability.

6. Following the implementation of recommendation 4, calculate the
ratio of the volume of the criteria polyhedron and the uncon-
strained criteria area. When implementing a random sampling
algorithm, such as the “Simplex Point Picking”, this ratio is inter-
preted as the number of samples that hit the criteria polyhedron
to the number of all samples.

7. For each of the recommendations from 2 to 4, compute the
robustness measure ASI (Average Stability Index), which is the
mean value of the normalized standard deviation of the estimated
weights:

2
ASI=1- 1 3 \/m Xt Py - (Z}L pff)
oo n/n—1

(10)

=

where m is the number of weighting instances of the system, n is the
number of criteria, and pj is the weight of ith criterion for the jth
instance. ASI takes values in the interval [0,1], and usually the robust-
ness of the weights is considered as adequate, when convergence to
the maximum value of 1 is achieved (Grigoroudis & Siskos, 2010).

4.2. Robust decision aiding

Suppose now that a decision analyst is willing to use a multicriteria
outranking or other decision aiding model, in order to choose an
action, rank or sort a set of actions A, taking into account that the
criteria weightings are confined in the hyper-polyhedron P. In this
case, the following activities are recommended:

o Build on A two distinct outranking relations, the necessary out-
ranking (aSNb <« aSb, i.e. action a outranks action b, for every
weighting vector p € P), and the possible outranking (aS’h <
there is at least one weighting vector p € P for which aSb; (see
Figueira et al., 2009; Greco, Mousseau and Stowinski, 2008 for
definitions and properties of these outranking relations).

o Define the maximum and minimum possible ranking positions for

every action in A, by means of mixed integer linear programming

techniques (see Kadzinski, Greco, & Slowinski, 2012).

In the cases of ELECTRE I and ELECTRE IS choice methods, statisti-

cally compute the possibility/probability that an action a belongs

to the kernel of the outranking graph.
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Table 2
Some weighting sets calculated using different algorithms.
Pa Pp Pc Pa Pe pr Ps Dn Di Dj Dk D

Simos (no z) 13.00 9.00 2.00 500 1200 9.00 200 13.00 9.00 9.00 15.00 2.00
Revised Simos (z = 6.5) 13.20 8.80 240 4.50 11.00 8.80 240 13.20 8.80 8.80 15.30 240
Manas-Nedoma average (no z) 14.84 7.25 0.80 2.86 10.65 7.25 0.80 14.84 7.25 7.25 25.41 0.80
Max-Min average (no z) 15.20 6.92 0.93 3.17 11.41 6.92 0.93 15.20 6.92 6.92 24.57 0.93
Manas-Nedoma average (z = 6.5) 1344 8.23 2.64 445 10.69 8.23 2.64 13.44 8.23 8.23 17.16 2.64
Max-Min average (z = 6.5) 13.04 7.92 2.81 4.82 10.74 7.92 2.81 13.04 7.92 7.92 18.27 2.81

Table 3
ASI of the different algorithms.

Manas-Nedoma (noz)  Max-Min (no z)

Manas-Nedoma (z=6.5) Max-Min (z=6.5)

ASI 0.809 0.811

0.922 0.920

o Following the implementation of random sampling within P, com-
pute entropy measures associated with outranking relations be-
tween actions in A and ranking positions for each action separately
(see Greco, Siskos, & Slowinski, 2013). Entropy is a statistical in-
dex indicating either the probability that an alternative a outranks
an alternative b, or the probability that alternative a maintains its
initial position in the ranking.

4.3. An outline of the Robust Simos Method

All the above ideas and set of actions should be integrated into a
methodological framework that is called Robust Simos Method. The
new algorithmic procedure comprises an initialization phase, which
consists of transforming the DM’s hierarchy of criteria into a convex n-
dimension polyhedron P, which is defined by all the linear constraints
(1)-(6) cited in Section 3. This is followed by a holistic procedure,
consisting of two robustness control stages.

The purpose of the first stage is the examination and analysis of
the stability of the criteria weights, making use of the robustness
rules proposed in Section 4.1. In the second stage of the Robust Simos
Method, the focal point is the implementation of the MCDA method
and the decision support procedure that follows. Specifically, the sta-
bility of the decision model’s results is assessed, in close cooperation
between the analyst and the DM, practicing certain robust decision
aiding measures (cf. Section 4.2). In case the results of the dual robust-
ness control procedure are judged as unacceptable and/or inadequate
to support a decision, the analyst may request additional preference
information by the DM in order to further shrink the polyhedron P.

5. Numerical experiments

Section 5 builds upon the theoretical robustness concerns and
recommendations, presented in the previous sections, and experi-
ments on their efficacy. Several robustness measurements and rec-
ommendations are examined and implemented, in order to test their
efficiency. Two numerical examples are presented: (i) the classic en-
vironmental planning problem originally proposed by Simos (1990a)
and Maystre, Pictet, and Simos (1994), concerning the evaluation of
environmental solutions, and (ii) a metro lines extension planning
problem.

5.1. Environmental planning problem

Let us consider a family F of twelve criteria, used by Maystre et al.
(1994) and later by Figueira and Roy (2002), to implement the Simos
methods: F={a, b, ¢, d, e, f, g h, i j, k I}. Let us also suppose that the
DM groups together the cards, associated with the criteria of the same
importance, into six different subsets of ex aequo, and that she/he also
uses a white card, as follows:

Ranking of the subset of ex aequo criteria: {c, g, 1}, {d}, {white card},
{b, f.i, j}, {e}, {a, h}, {k}

For the use of revised Simos, based on the preferential information
in formula (6), the value of z is set to 6.5, which means: p; = 6.5p..

The preferential information concerning the grouping of the cri-
teria cards, the insertion of the white card and the setting of the z
value to 6.5, has been predefined by Jean Simos and the authors of the
revised Simos method. It is thus deliberately preserved for the case of
the numerical example presented here.

For the complete set of requirements of the Simos method, the
polyhedron P is defined by the following linear constraints (relations
1-6;6 =0.01):

Polyhedron P:

Pg —Pc=0; p—pg =0; pa —p1 = 0.01;w —pg > 0.01;
Pp—w=>0.01pr —pp =0;pi —pr=0;pj —p;i = 0;

Pe —DPj = 0.01; pg — pe = 0.01; p, — pa = 0;

Pk — Pn = 0.01; py = 6.5p¢;

Pa=0;pp >0;pc = 0;pg > 0;pe =0;ps >0;pg > 0;
pr=0;p;i >=0;p; > 0;pr > 0;p; > 0;w=>0.

In a first step, Robustness rules 1 and 5 are practiced, which are re-
lated to the calculation and visualization of the variation ranges of the
criteria weights. After solving the 2 x n = 24 linear programs (8)—(9),
having set § = 0.01, the range (max-min) of the weights is obtained.
Fig. 1 compares these weight ranges with the values obtained by the
Simos and the revised Simos procedures.

The ranges between the minimum and the maximum value of each
weight are remarkably significant, and in the specific case, when the
constraint z = 6.5 is missing (Fig. 1a), they are totally uncontrollable.
For instance, the range for the weight of the k-th criterion, py, in that
case is [11.58 - 73.00].

Table 2 (two first rows) shows the normalized weighting vectors
as calculated by the procedure of the Simos and the revised Simos
methodology. It also depicts the barycenters, as proposed by Robust-
ness rule 3, of the sets of solutions calculated with the Manas-Nedoma
(Robustness rule 4) and the Max-Min algorithms with and without the
accounting of the z value. Table 3 presents the values of ASI (Robust-
ness rule 7) corresponding to the last four cases in Table 2. Specifically,
for the case of the Manas-Nedoma algorithm, ASI is equal to 0.922,
while the exclusion of ratio z causes the decrement of ASI to 0.809.

It is obvious that the introduction of ratio z considerably improves
the robustness of the weighting solutions, but the space in which
the latter are constrained, as shaped by the DM’s arrangement of the
criteria cards, is still excessive. This fact jeopardizes the stability of the
evaluation results and may lead to decisions that are not in tune with
the DM’s viewpoints. In particular, there still exists a multiplicity
of different set of weights, arbitrarily not calculated by the revised
Simos method, which are possible to cause variations in the results.
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Fig. 1. The calculated range of the weights using different algorithms, (a) weight ranges when the preferential information z is not considered (original Simos), (b) weight ranges
when the preferential information z is considered (revised Simos).

The effect of the weightings instability on the evaluation results is Table 4
examined and analyzed in the following example Multicriteria evaluation of the six metro extension lines.
Extension g & & & & -5

5.2. Metro lines extension planning problem

030 40 50 10 08 05
018 35 35 15 08 08
010 20 25 12 05 06
015 30 30 15 05 06
080 60 100 8 06 04
060 50 80 10 05 05

The application example presented here is a hypothetical prob-
lem, concerning the prioritization of six possible metro lines exten-
sions, based on the criteria modeling proposed by Hugonnard and Roy
(1983); the data are given in Hurson and Siskos (2014). The following
evaluation criteria are used in the evaluation and ranking of the six
alternative actions:

mMmg N W >

g7 Number of habitants and workers served per km of line (scale: . Thg ]le'for ;hls prob!em groups t.hefcardjvfafssoaatecll) with fthe
0-1 millions) criteria having the same importance, in four different subsets of ex

aequo, as follows: {5,6}, {4}, {1,2}, {3}. She/he also makes use of white
cards, which lead to the following subsets of ex aequo criteria: {5,6},
{white card}, {4}, {1,2}, {white card}, {3}.

g>: Number of travellers per km of line per day (scale: 0-75 thou-
sands)

g3: Construction cost per km of line (scale: 0-125 millions €)

g4 Return rate of the investment (scale: 0-20 percent)

g5: Network organization index (scale: 0-1)

gs: Urban efficiency index (scale: 0-1)

5.2.1. Application of the original Simos methodology
For the first case, where no white cards are inserted, a set
of weight vectors is produced by applying the Max-Min and the
All the separate evaluations of six metro extension lines over the Manas-Nedoma algorithms. The different weight vectors are pre-
six criteria are presented in Table 4. sented in Table 5, along with the weight vector produced by applying
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Table 5
The weight vectors of p' € P calculated (percent) using different algorithms (no white cards).
Weighting rule D1 P2 p3 P4 Ds Ps
Simos 2100 21.00 29.00 15.00 7.00 7.00
Max-Min average 2270 2270 3290 12.50 4.60 4.60
Manas-Nedoma average 19.57 19.57 43.57 10.90 3.19 3.19
1st vertex of the polyhedron 2.00 2.00 95.00 1.00 0.00 0.00
2nd vertex of the polyhedron ~ 17.33 1733 1833 1633 1533 15.33
3rd vertex of the polyhedron 2500 25.00 26.00 24.00 0.00 0.00
4th vertex of the polyhedron 32.67 32,67 33.67 1.00 0.00 0.00
100
+ 95.00
%0 \ - MAX-MIN Max — MAX-MIN Average
20 =  MAX-MIN Min —®— Manas - Nedoma
—&— 1st vertex 2nd vertex
70 —&— 3rd vertex —&—4th vertex
- X~ Simos
¥ 60
2
c. 50
o0
@
2 4
30 DL.U-I.
20| @
10
+-2:00
g 2.00 ¥
pl p2 p3 p4 pS p6

Fig. 2. The calculated range of the weights using different algorithms (no white cards).

Table 6
Ranking of the six alternatives (case with no white card).

Weighting rule 1st 2nd 3rd 4th  5th  6th
Simos B,D - C AF - E
Max-Min average B AD - CE - F
Manas-Nedoma average B,D - C AF - E
1st vertex of the polyhedron C D B A F E
2nd vertex of the polyhedron B AD - CE - F
3rd vertex of the polyhedron B F D,E - A C
4th vertex of the polyhedron E F A B D C

the Simos procedure. The four different weight vectors represent four
distinct vertices of the hyper-polyhedron.

Each one of the weight vectors p € P of Table 4 represents a value
system, which is compatible with the preferences expressed by the
DM, during the initial arrangement of the criteria cards.

Fig. 2 shows a pictorial representation of the possible variation
of each separate weight and the weight vectors calculated using the
different algorithms and rules. The values of each specific vector are
depicted with a line of the same color and bullets of the same style.

The next step concerns the implementation of a “naive” MCDA
ranking methodology, using the different sets of weights in Table 5,
in order to identify possible alternations in the rankings. A combina-
tion of the ELECTRE outranking method with PROMETHEE II ranking
procedure is implemented, once for each different weighting set. In
particular, ELECTRE I is applied, to produce an outranking relation,
while PROMETHEE II is applied on this relation, in order to obtain a
complete ranking of the alternatives, on the basis of net outranking
flows. Concordance thresholds are set to s = 0.5 + ¢, where ¢ is a
very small positive number, and simultaneously, no veto thresholds
are applied. Table 6 presents the results of this implementation for
each weight vector of Table 5, while Table 7 exhibits the extreme
ranking positions for each alternative; P*(a) and P,(a) represent the

Table 7
Extreme ranking positions of metro lines (case with no
white card).

A B C D E F

2nd 1st 1st 1st 1st 2nd
P.(a) 5th 4th  6th  5th  6th  6th

highest and the lowest ranking position obtained by each alternative,
respectively.

In the second case, with the insertion of two white cards, a set
of weight vectors was produced by applying the Max-Min and the
Manas-Nedoma algorithms again. The different weight vectors are
presented in Table 8, and depicted in Figure 3, along with the weight
vector obtained by applying the Simos procedure.

ELECTRE combined with PROMETHEE Il ranking procedure is again
implemented, once for each weight vector of Table 8. Concordance
level is again set to s = 0.5 + & without making use of any vetoes.
The results of the multiple implementations are presented in Table 9.
Table 10illustrates the extreme ranking positions for each alternative.

5.2.2. Application of the revised Simos methodology

In this paragraph, the revised Simos methodology is implemented,
in order to test and measure the robustness of its results. In this case,
the most stable instance including the two white cards is examined.
The parameter of the revised Simos method has been considered as
z=6.Table 11 and Figure 4 present the Max-Min and Manas-Nedoma
average weighting sets, 3 vertices of the hyper-polyhedron and the
weighting set produced after the application of the Revised Simos
procedure.

By applying the ELECTRE method in combination with the
PROMETHEE II ranking procedure again, and by setting the concor-
dance level to s = 0.5 + & without any vetoes, the different rankings
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Fig. 4. The calculated range of the weights using different algorithms (2 white cards and revised Simos).
Table 8
The weight vectors of p € P calculated (percent) using different algorithms (2 white cards).
Weighting rule p1 P2 p3 Pa ps Pe
Simos 20.00 20.00 33.00 15.00 6.00 6.00
Max-Min average 22.58 22.58 33.28 12.88 435 435
Manas-Nedoma average 17.76 17.76 48.41 11.98 2.05 2.05
1st vertex of the polyhedron 3.00 3.00 92.00 2.00 0.00 0.00
2nd vertex of the polyhedron 1750 1750 1950 1650 14.50  14.50
3rd vertex of the polyhedron 24.75 24.75 26.75  23.75 0.00 0.00
4th vertex of the polyhedron 32.00 32.00 34.00 2.00 0.00 0.00
Table 9 for each weight vector p € P of Table 11 are calculated. The results,
Ranking of 6 alternatives (case with 2 white cards). surfacing after the consecutive implementations of the synergy of the
1st ond  3rd  4th  5th  6th MCDA methods, are presented in Table 12. Table 13 depicts the ex-
- treme ranking positions for each alternative, as calculated in these
Simos BD - ¢ AF - E multiple implementations.
Max-Min average B D C AF - E . .
Manas-Nedoma average BCD - - A E E Table 14 presents the calculation of the ASI for all the different
1st vertex of the polyhedron ~ C D B A F E instances of the metro case study. It is obvious that the ASI im-
2nd vertex of the polyhedron ~ B,D - @ AF - E proves in the presence of white cards, and especially when the revised
3rd vertex of the polyhedron  BD - ¢ AF - E Simos procedure is used, instead of the original. The shrinking of the
4th vertex of the polyhedron E F A B D C

range of weights, when z is introduced, is clearly depicted in Fig. 5.
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Fig. 5. Range of weights and the Max-Min and Manas-Nedoma representative weighting sets for the Metro case study and its three different cases.

Table 10
Extreme ranking positions of metro lines (case with 2
white cards).

A B C D E F

P(a)
P.(a)

3rd
4th

1st
4th

st
6th

st
5th

st
6th

2nd
5th

However, again, under no circumstances, the ASI or the visualized
criteria weight ranges can be considered as acceptable.

Fig. 5 summarizes and visually compares the possible weight
ranges for the three different cases of the Metro case study: original
Simos without and with white cards (No-W and W) and revised Simos
with white cards (R-W). It also depicts the representative weight vec-
tors, calculated using the Manas-Nedoma and the Max-Min algo-
rithms.

6. Conclusions

The contribution of this paper lies in the exposure of the robust-
ness issues of both the original and the revised Simos methods, in the
elicitation of the criteria importance weights. In fact, the DM is com-
pletely unaware of the existence of several sets of weights, which are
also compatible with her/his preferences, and have been unjustifiably
excluded or neglected during the implementation of the method.

On the other hand, the analyst cannot depend exclusively on the
Simos method when it comes to eliciting the preferential informa-
tion from a DM, in order to calculate the importance weights. When
one decides to use the convenience of the Simos procedure, she/he
has to apply one or more of the complementary robustness rules and
recommendations proposed in this paper. The robustness analysis
techniques, proposed in this paper, aid the analysts and DMs to: (i)
gain insight on the whole set of weighting solutions, (ii) select a sin-
gle set of criteria weights, and/or (iii) apply robust rules based on
multiple sets of acceptable weights. The visualization of the variation
of the weights in particular is an indispensable measure that signif-

Table 11

Table 12
Ranking of 6 alternatives using ELECTRE Il with PROMETHEE Il sorting procedure
(case with 2 white cards and revised Simos).

1st 2nd  3rd 4th  5th  6th

Revised Simos BD - C AF - E
Max-Min average BD - C AF - E
Manas-Nedoma average B,D - C AF - E
1st vertex of the polyhedron ¢h - B AF - E
2nd vertex of the polyhedron B,D - C AF - E
3rd vertex of the polyhedron E F A B D C

Table 13

Extreme ranks (case with 2 white cards and revised

Simos).

A B C D E F

3rd
4th

1st
4th

st
6th

st
5th

st
6th

2nd
4th

icantly aids the DMs in limiting the initial feasible weighting space,
and eventually, in fixing the criteria weights by themselves.

In case the results are unstable, the decision analyst is required
to ask for further preferential information from the DM, through an
iterative process. This process ends when the robustness rules pro-
duce high levels of stability and the results of the evaluation exhibit
no or negligible deviations. The additional preference information
may concern information extracted, for instance, through pairwise
comparisons between hypothetical alternatives or criteria weights.
Alternatively, the decision analyst may prompt the DM to pinpoint
the criteria weights, refraining therefore from any further robustness
controlling procedures.

The numerical examination of the original Simos method, and the
possible weighting results it bears, showed that the weights are al-
most uncontrollable. On the other hand, the revised Simos procedure,
characterized by the additional piece of information requested from
the DM, confines to some extent the feasible weighting space, leading
therefore to results of higher robustness. However, this amendment is

The weight vectors of p' € P calculated (percent) using different algorithms (2 white cards

and Revised Simos, z = 6).

Weighting rule b1

Revised Simos 19.80
Max-Min average 19.08
Manas-Nedoma average 19.28
1st vertex of the polyhedron 11.36
2nd vertex of the polyhedron ~ 22.69
3rd vertex of the polyhedron 27.14

b2 b3 b4 bs Ps

19.80 3400 15.00 570 5.70
19.08 3643 1326 6.07 6.07
19.28  35.35 1431 589 5.89
1136  50.18 1036 836 836
2269 2469 2169 412 412
2714  29.14 6.86 486 4.86
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Table 14
ASI of the different algorithms for the metro case study.

No white card 2 white cards

Manas-Nedoma  Max-Min ~ Manas-Nedoma (no z)

Max-Min (noz)  Manas-Nedoma (z=6) Max-Min (z=6)

ASI  0.662 0.659 0.672

0.677 0.844 0.842

not adequate, since the feasible weighting vectors are still unstable to
an extent that they still cause significant ranking variations. Specifi-
cally, for the case of the Metro lines case study, no conclusion/decision
can be drawn, since almost every alternative may get ranked best or
worst.
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1 Introduction

One of the major reasons for economic crises is the irrational distribution of resources.
The problem of project selection deals with exactly this kind of problems. Project selection
is one of the most common and oldest problems in operations research (OR). Financial
organizations often face the problem of selection within a set of projects to fund. Several
OR techniques are involved in this kind of problems like e.g. multiple criteria decision
analysis (MCDA), mathematical programming (MP). These techniques are widely exploited
inrelevant decision problems, such as portfolio selection, choice among alternative projects or
investment opportunities, student selection, military applications, capacity expansion (seee.g.
Golabi et al. 1981; Mavrotas and Rozakis 2009; Salo et al. 2011; Martinez-Costa et al. 2014).

Project portfolio selection problem is defined as the problem of selecting a subset of
projects usually based on one or more criteria that have to fulfill specific constraints. In
the presence of the imposed constraints (e.g. policy, segmentation) a simple MCDA method
does not suffice. Combinatorial character of the problem implies the use of optimization
methods aiming at the portfolio of projects that satisfy constraints and achieves the “best”
performance. A combination of projects is defined as project portfolio. Usually the “best”
performance is expressed emphasizing on economic and financial criteria. Criteria related
with the promotion of sustainable practices, fostering green growth, were not taken into
consideration in traditional models (Hobbs and Meier 2000).

However, current financial and economic crisis, as well as growing socio-economic and
environmental pressures, including climate change, put seriously under question traditional
development patterns. The need to develop alternative models able to address current eco-
nomic situation through the exploitation of sustainable patterns is of crucial importance
(Hobbs and Meier 2000; Doukas et al. 2012). Companies are at the heart of the Europe 2020
Strategy, taking into consideration their vital role towards national prosperity and sustainable
development (SD). Enterprises have to integrate social and environmental concerns in their
business operations and in their interaction with stakeholders on a voluntary basis, within the
framework of the corporate social responsibility (CSR) concept.

Companies, more than other stakeholders, have to address the problem in a long term plan,
and become a driving force for adoption of relative initiatives towards “green” development
and promotion of energy efficiency and environmentally friendly practices, within the CSR
framework (Doukas et al. 2013). CSR has been incorporated recently in decision models
using Data Envelopment Analysis (Lee and Farzipoor Saen 2012), inventory policy (Barcos
et al. 2013) and supply chain (Hsueh 2014) among others. The penetration of energy and
environmental policies, as an aspect of CSR is definitely small and CSR does not appear to be
asystematic activity in new conditions of European market, a conclusion further confirmed by
Apostolakou and Jackson (2009) and Gjglberg (2009a,b) studies. However, relevant works
in various fields have been detected recently like e.g. in supplier selection (Hashemi et al.
2014). In this context, new tools and methods are required to foster green entrepreneurship
and green energy growth.

The innovation of the current study is the incorporation of energy and environmental
corporate responsibility (EECR) in decision making, supporting particularly the development
of a new model for investment evaluation. This model can assist financial institutions (green
loans) and governmental bodies funding energy—environmental friendly investments. The
EECR performance of a firm is considered as an evaluation criterion of the submitted project.
Therefore, in our study the drivers of optimization are two objective functions: (1) The net
present value (NPV) that represents the economic dimension and characterizes each project
and (2) the EECR index that represents the CSR and characterizes each firm that submits the
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project. In this way, firms with increased EECR are rewarded without ignoring the economic
performance of relevant projects.

The resulting multi-objective model (specifically bi-objective) does not provide an opti-
mal portfolio but a set of Pareto optimal portfolios among which the most preferred one
is selected by the decision maker (DM). In general, multi-objective optimization increases
degrees of freedom within decision making process providing not an optimal solution (as in
single objective optimization) but a set of candidate solutions among which the DR chooses.
Therefore, the set of Pareto optimal solutions (Pareto set) is essential information in an inte-
grated decision making approach. It must be noted that we deal with multi-objective integer
programming (MOIP) models and we can produce the exact Pareto set (i.e. all the Pareto opti-
mal solutions). It is also important to note that, especially the last years, the multi-objective
character of project portfolio selection is addressed with multi-objective metaheuristic meth-
ods that produce an approximation of the Pareto set (see e.g. Yu et al. 2012; Tavana et al.
2013; Hassanzadeh et al. 2014a).

This work is going one step further, considering also the uncertainty characterizing basic
parameters of the model, which are the coefficients of objective functions, namely the NPV of
each project and the EECR score of each firm. Given that these values are actually estimations,
we follow a systematic approach to deal with the inherent uncertainty. The latter is considered
to be of stochastic nature, i.e. we have a probability distribution instead of a crisp number
for the values of objective functions’ coefficients. It must be noted that a similar approach
for project selection problems with multiple criteria that deals with stochastic uncertainty in
projects’ evaluation is stochastic multiobjective acceptability analysis (SMAA) introduced
by Lahdelma et al. (1998). However, SMAA cannot handle the case of multiple constraints
that are imposed to the constraints but is used only with independent alternatives in a MCDM
context.

The current paper introduces an innovative approach that deals with parameters’ uncer-
tainty in a MOIP model and eventually converges to the final Pareto set. It uses the main
idea of the iterative trichotomic approach (ITA) (Mavrotas and Pechak 2013a,b). ITA was
originally designed for single objective problems of project portfolio selection. It gives infor-
mation about the degree of certainty for the inclusion or rejection of a specific project in the
final portfolio. The version of ITA described in the current paper deals with multi-objective
problems of project portfolio selection and provides information about the degree of certainty
for inclusion of a specific portfolio in the final Pareto set, expanding thus its application area
from project level to portfolio level. This kind of information is essential for the DR to be
more confident to select project portfolios that have high degree of certainty regarding their
Pareto optimality. In this respect, the DR has a sufficient tool to measure the robustness of the
final Pareto set as well as the robustness of specific portfolios that appear in the final Pareto
set. Robustness in project portfolio selection has also been addressed in a different way in
the works of (Liesio et al. 2008; Hassanzadeh et al. 2014a,b).

The remainder of the paper is structured as follows: In Sect. 2 the methods, concepts and
terminology that will be used in the proposed model are briefly presented, with the focus
on adaptation of ITA for the multi-objective case. In Sect. 3 the development of the MOIP
model is being elaborated, along with the way the EECR scores are calculated and the relevant
constraints. In Sect. 4 the application of the proposed model is presented and the results of
multi-objective ITA are discussed, giving emphasis to the kind of additional information that
is available to the DR. Finally, in Sect. 5 the main concluding remarks are summarized.
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Design of the exact Pareto front

Uncertainty management

(Monte Carlo simulation - multi objective optimization — Pareto sets)

Implementation of ITA method

L Final Pareto set and Pareto portfolios
(normal distribution)

Companies’ involvement in the optimal portfolios

Fig. 1 The adopted procedure

2 Methods, concepts and terminology

The overall procedure that was adopted for the addressed multi-objective project portfolio
selection problem is graphically illustrated in Fig. 1.

In the following sections, a more detailed description of the methods deployed will be
presented.

2.1 Iterative trichotomic approach (ITA) to multi-objective project portfolio selection
problems

The basic idea of current work is to extend the applicability of ITA to the case of multi-
objective optimization. ITA was originally designed for project portfolio selection under
the framework of MP and more specifically integer programming (IP). It was used with a
single objective function reflecting the optimization criterion. The uncertainty associated
with objective function coefficients has a stochastic nature (probability distributions instead
of crisp numbers).

The term “trichotomy” refers to the separation of a set into three parts. In this context,
the proposed decision making process ITA is based on the fact that projects are assigned to
one of three groups based on their performance and current level of uncertainty. The latter is
incorporated using probability distributions for coefficients of the objective function, which
usually express projects’ performance. Individual projects’ performances are summed up
in the objective function, which is the driver of optimization. Monte Carlo simulation is
performed using sampling from these distributions. Subsequently with the sampled objective
function’s coefficients the IP model is solved leading to an optimal portfolio. This pair of
sampling and optimization is the core of calculations. The number of Monte Carlo simulations
is set to a large number T (e.g. T = 1000) which means that the sampling and optimization
cycle is performed T times. The output of this process is 1000 optimal portfolios based on
the sampling of model’s parameters (in this case—projects’ performance). Eventually, the set
of projects is divided into three subsets (classes): green projects that are present in the final
portfolio under all circumstances (i.e. in all Monte Carlo simulations), red projects that are
absent from the final portfolio under all circumstances, and grey projects that are included
in part of final portfolios. The classification in three subsets is not new in the literature.
Liesio et al. (2007, 2008) used a similar approach in the framework of robust programming.
However, the way projects are assigned to each set is different. In addition, Mavrotas and
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Rozakis (2009) applied similar concepts in a student selection problem for a post graduate
program.

The term “iterative” indicates that the proposed process is developed in a series of compu-
tation rounds (or cycles). A predetermined number of computation rounds is defined from the
beginning and every round feeds its subsequent until a convergence to the final portfolio is
attained. From round to round the uncertainty is reduced for grey projects, and some of them
are forced to become either green or red. The uncertainty reduction can be performed either
by inclusion of more information or by an automatic uniform narrowing of grey projects’
probability distributions.

The concept behind the trichotomic approach is that a DM can focus on projects at stake.
The “sure” projects (either in or out of the portfolio) are determined and the DM can shift his
attention to “ambiguous” projects (e.g. the grey set). The method provides quantitative and
qualitative information that cannot be acquired using e.g. the expected values of distributions.
In the latter case, the DM is provided with a unique optimal portfolio or, in other words, which
are “go” and “no go” projects, without any discrimination about the degree of certainty for
each one of them. On the contrary, in trichotomic approach, DM is provided with fruitful
information about certainty degree of each project in the portfolio.

Project portfolio selection is by definition a multi-objective problem. Different points
of view should be taken into account. One approach is to aggregate these points of view
to a single metric through multicriteria analysis and subsequently optimize the resulting
single objective problem where coefficients of objective function are multicriteria scores
(Mavrotas et al. 2008). Alternatively, one can use a goal programming approach aggregating
the objective functions based on their distance from individual goals (see e.g. Zanakis et al.
1995; Santhanam and Kyparisis 1996).

In the above mentioned approaches, the DR has to assign weights to criteria or goals in
order to aggregate them to a single objective function (scalarization). Another approach is
to keep individual criteria as separate objective functions and proceed to a multi-objective
optimization generating the Pareto set of the problem (or the Pareto front in criteria space).
The Pareto set comprises Pareto optimal solutions (or Pareto portfolios in our case). The DR
then examines the Pareto front before reaching his final choice. These methods are called “a
posteriori” or “generation” methods in the popular Hwang and Masud (1979) terminology
for multi-objective optimization methods (first generate Pareto front, examine it, and then
select the most preferred Pareto portfolio). Their aim is not just to provide the most preferred
solution but also to generate the Pareto set (either exactly or its approximation).

In the current work, we adapt ITA to the multi-objective case. While in original ITA
we provide the certainty degree of a specific project to be member of the optimal portfolio
given underlying uncertainty, in multi-objective ITA we provide the degree of certainty of a
specific portfolio of projects to be member of the Pareto set. A schematic representation of
the multi-objective ITA is shown in Fig. 2.

Unlike original ITA, in multi-objective ITA the first iteration has no red set as we don’t
have any portfolios to be excluded. In the first iteration we have the maximum number
of generated portfolios as candidate final Pareto optimal portfolios (POPs). In subsequent
iterations some of these portfolios are not present anymore in any Pareto set so they join the
red set. As we move from round to round, the uncertainty of parameters (objective functions’
coefficients) is reduced (e.g. reduce the standard deviation of a normal probability distribution
or shrink the interval of a uniform probability distribution). As we reduce the uncertainty,
more portfolios from grey set move to green (appear in all Pareto sets). The red set is implied
indirectly by the initially generated portfolios that are not present in any current Pareto
set.

@ Springer



Ann Oper Res

Reduction of uncertainty in the stochastic parameters

final

1stround 2" round kth round
Pareto set

grey

re
L set

set

Fig. 2 Graphical representation of multi-objective ITA

In order to describe our model we first present the relevant concepts and terminology, then
the mathematical definitions of the robustness measures and then the algorithm that can be
used to compute these measures in the framework of ITA.

2.2 Concepts and terminology

We will start with some terminology. The POPs of projects are actually the Pareto optimal
solutions of the multi-objective integer problem with binary variables:

N
max Z; = ZC,‘]X,‘

i=1
N
max ZK = ZCiKXi
i=1
st
XeS

X; {0, 1} ey

where N is the number of candidate projects, cjx is the objective function coefficient of
i-th project in k-th objective function, X; is a binary decision variable indicating if the i-th
project from initial set is selected (X; = 1) or not (X; = 0), and S represents the feasible
region formulated by all the imposed constraints. Apart from the usual budget constraints,
segmentation and policy constraints, interactions and interdependencies among projects can
be also taken into account in the formulation of decision space S (Mavrotas et al. 2003; Liesio
etal. 2007). Eventually, a POP is represented by a vector of “0” and “1” of size N. According
to the multi-objective version of ITA method each one of the initial POPs is eventually

@ Springer



Ann Oper Res

characterized as red or green as we gradually decrease the uncertainty in model’s parameters.
The reduction of uncertainty in the model’s parameters is performed in computation rounds.
In each computation round we solve a great number (r = 1, ..., T withe.g. T = 1000) of
problems like model (1), with different model’s parameters, specifically different objective
function coefficients using a Monte Carlo simulation approach (see e.g. Vose 1996).

N
(1) (1)
max Z;’ = E ¢y Xi
i=1

N

() () v

max Zp = E ¢ Xi
i=1

st
XeS
X; €{0, 1} 2

where cl.(,? is the objective function coefficient of i-th project in k-th objective function

during ¢-th Monte Carlo iteration. The values of cf]? are sampled from the selected probability
distributions (uniform, normal, triangular etc). Therefore, in each computation round 7 Pareto
sets (PS;,t = 1,...,T) are produced. The generation of each one of the 7" Pareto sets is
performed using the AUGMECON?2 method (Mavrotas and Florios 2013). AUGMECON?2 is
an improved version of the well known e-constraint method, especially appropriate for MOIP
problems like model (1). It must be noted that AUGMECON? is capable of generating the
exact Pareto set in MOIP problems which means that no Pareto optimal solution is left
undiscovered.

Like in original ITA, in each computation round we have three sets where all the POPs
p are allocated: The green set (G), the red set (R) and the grey set (Y). The membership
relation for each portfolio p in G, R and Y are shown below.

peG:Nte{l,...,T}, pePS
peR:Vte{l,...,T}, p¢PS,
peY:Fre{l,..., T}, pePS, 3)

In other words the green set includes the portfolios p that are present in all Pareto sets
(PS1, ..., PST) of the computation round, the red set includes the portfolios that were pro-
duced in the initial computational round but are not present in any of 7' Pareto sets in current
computational round and the grey set includes portfolios that are present in some of 7' Pareto
sets. In order to be more specific about the round r that a green, red and grey set refers to we
use the notation G, R, and Y. To facilitate the decision process, we can define membership
thresholds for the green set by relaxing membership requirements. For example, we may set
a “green” threshold of 95 % which means that a portfolio is considered to be a member of
green set if it is present in the Pareto set for at least 95 % of iterations.

2.3 Robustness measures

Robustness of the POPs in multi-objective ITA is associated with how sure we are about the
membership of a specific portfolio in the final (definitive) Pareto set, which is obtained in
the last computation round. As uncertainty is reduced going from one computation round to
the next, the sooner a POP enters the green set, the more sure we are about its participation
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Fig. 3 Example of Robustness Chart with R = 6

in the final portfolio. Therefore, for the POPs, the measure of robustness can be quantified
with the Robustness Degree for each POP (R D)) which is defined as follows:

rp, = R_"r Q)

r R

where r), is the computation round that p-th portfolio enters the green set (i.e. becomes
member of the final Pareto set) and R the total number of computation rounds. As it is
obvious from Eq. (4) Robustness Degree of p-th portfolio varies in [0, (R — 1)/R] and the
closer it is to 1 the more robust is the specific portfolio.

We have also developed a measure of robustness for the final Pareto set according to
how early in the decision process the final POPs are entering the green set. The more green
portfolios we have from early rounds (i.e. when we have greater uncertainty), the more robust
is the final Pareto set. On the contrary, if the majority of green portfolios is identified in last
rounds, it means that the final Pareto set is not so stable.

For the robustness of the final Pareto set we introduce the Robustness Index (RI). In order
to calculate the RI we need to draw the so called Robustness Chart where the percentages
of green portfolios that are available on r-th round (denoted as a,) are plotted as a function
of the computation round. The resulting curve is called Robustness Curve. In Fig. 3 we can
see an example of a Robustness Chart with the corresponding Robustness Curve. We can
observe that from round 2 to round 3 there are no new portfolios added in the green set. This
may happen especially when the maximum number of rounds (R) is relatively high.

The RI of the final Pareto set is calculated as the area below the robustness curve, divided
by the rectangle area denoted by the dashed rectangular in Fig. 2. The dashed rectangular
actually expresses the maximum robustness (Rl = 1) that occurs when already from the
first computation round (i.e. when we have the maximum uncertainty), only one Pareto set is
produced from all Monte Carlo iterations. The minimum robustness occurs when all green
portfolios are added in the final Pareto set on the last round (RI = 0). RI takes values between
0 and 1 and it is calculated using the trapezoid rule for piecewise linear functions according
to the following equations:
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ay+a a)+as ar—1 +ag
RI = T TR R—1
( PR e 3 )/( )
ap k=1 ag
R1=[2+Zar+2}/(1?—1)
r=2
aj k=l 1
RI = ?+Zar+5 J(R—1) )
r=2

For example, from Fig. 2 we can calculate the corresponding RI as:

0.04 1
RI = [T +0.11+0.34 +0.34 + 0.83 + §i| /5 =428%

2.4 The algorithm

As it was mentioned, ITA proceeds with computation rounds (or cycles). The DR initially
determines the number R of computation rounds. In the first round, the Monte Carlo sampling
is performed using appropriate probability distributions for the uncertain parameters. The
results define the green and grey set denoted as G and Y;. On second round the variance
of Y projects’ parameters is reduced proportionally to the number of total rounds R. This
reduction depends on the form of distribution. For example, for a normal distribution we
reduce the standard deviation by 1/(R — 1), or, for a uniform distribution, we cut 1 /(2(R — 1))
from both edges of the range.

The variance reduction follows a uniform pattern across rounds. For example, in case
of normal distribution, we reduce the standard deviation sd by 1/(R — 1) after each round.
This means that after round r, the reduction of standard deviation is sd x (r — 1)/(R — 1).
Thus, in the final round projects’ parameters (objective function coefficients) are considered
as deterministic (have no variance at all). Therefore the final round produces only one Pareto
set which is the final Pareto set that comprises the final Pareto portfolios. The flowchart of
the decision making process is depicted in Fig. 4.

After the end of the multi-objective—ITA algorithm we have all the information for
computing the Robustness Degree of each one of the POPs, for creating the Robustness Chart
and computing the RI of the Pareto set. In addition we can provide the DR with informative
charts that illustrate the Pareto front with additional information about the robustness of each
POP. The latter is explicitly shown in the application in the next section.

3 Model building

This idea of incorporating energy and environmental issues in CSR is rather recent (Doukas
and Psarras 2010; Doukas et al. 2012, 2014). In the present application a multi-criteria
project portfolio selection problem is addressed taking into account both economic and
environmental criteria. Given the uncertainty in quantifying the economic as well as the
environmental performance of projects, multi-objective ITA method is an appropriate choice
to extract results about the robustness of obtained project portfolios.

As it was mentioned before, the MP model that represents the optimization problem is a
MOIP problem with the following characteristics:
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Start

Total rounds=R, firstround r=1,
Initial distributions

Reduce variancein obj. function
coefficients’ distributions by (r-1)/(R-1)

Sampling from distributions for
obj. function coefficients

|

| Solve MOIP model |

Identify G,, R,and Y,

| Save the Pareto set PS, | tfoli
portfolios

NO YES
t=t+1 =17

Fig. 4 Tllustration of the multi-objective—ITA algorithm

3.1 Decision variables

In the specific case, firms’ applications are expressed with O—1 decision variables, with X;
denoting the i-th firm or application.
More specifically:

e If X; = 1, then the corresponding application is approved.
e Otherwise, if X; = 0, the corresponding application is rejected.

3.2 Objective functions

In the specific model we have two objective functions, namely the NPV of a portfolio and the
EECR index of a portfolio. They are both additive functions of individual projects’ relevant
values.

N
portfolio’s EECR: max Z1 = Z eecri X;

i=1
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N
portfolio’s NPV: max Z = anvi X; 6)

i=1

The parameters npv; and eecr; are the NPV of the specific project application and the
EECR score of the specific applied company.

3.3 EECR calculation

The adopted procedure used for calculation of the EECR scoring was based upon the ordered
weighted average (OWA) operator. According to the literature, OWA operators were intro-
duced by Yager (1988). An aggregation operator is a function F : I" — J where [ and J are
real intervals. / denotes the set of values to be aggregated and J denotes the corresponding
result of aggregation. The set of aggregation operators is denoted as A, (1, J).

An OWA operator is an aggregation operator from A, (I, J) with an associated vector of
weights w € [0, 1]7, such that:

n n
Fw(x) = Z w; X bj, where : Z w; =1 (7)
i—1 i—1
and b; denoting the performance of the alternative in the criteria x, . .., x;.

The criteria to be selected have to be operational, exhaustive in terms of containing all
points of view, monotonic and non-redundant since each criterion should be countered only
once, as pointed out by Bouyssou (1990). With respect to this, the research focuses on the
provision of a small but clearly understood set of evaluation criteria, which can form a
sound basis for the comparison of the examined firms in terms of their systematic energy
and environmental policy integration as a part of CSR and SD. Concisely, all six criteria
are presented in Table 1. The data from these firms were mainly collected from the global
reporting initiative disclosure database (GRI 2013).

3.4 Constraints

The model includes constraints, imposed by each banking institution’s specific credit policy.
First of all, a budget constraint is used in order to secure that the cumulative cost of approved
applications does not exceed the overall budget.

N
Z cost;X; < avb 8)

i=1

where avb is the total available budget and cost; the cost of i-th project application. In the
specific application the available budget is 3 M€ while the total cost of all 40 projects is
9.4ME€E.

Specific bounds are imposed to control the distribution of projects according to their
category, across various sectors. In particular, we don’t want a specific project category to
dominate in portfolio which is expressed as “no sector or region is allowed to have more
than half of the total approved applications”. This condition is expressed with the following
constraints:
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Table 1 The criteria

Criteria

Description

C1: Management
commitment

C2: Monitoring
progress and related
impact

C3: Participation in
dissemination
activities

C4: Promotion of
renewable energy

C5: Promotion of
energy efficiency

C6: Waste and water
management

The degree to which Management of a firm prioritizes actions related to the energy
and environmental corporate policy, sets specific targets and corresponding time
schedule for their accomplishment

The degree to which a firm adopts procedures and protocols for monitoring the set
of targets, specific progress made in each related activity and the corresponding
impact in companies operation and activation in the market

Reflects firms’ participation in dissemination activities in broader community,
including among others, educational and information activities regarding
environmental practices, organization of workshops, conferences and other
events, and sponsorships

Refers to the firms’ involvement for investment in projects and initiatives related to
renewable energy sources—wind power, solar power (thermal, photovoltaic and
concentrated), hydro-electric power, tidal power, geothermal energy and biomass

The extent to which a firm incorporates initiatives to provide energy-efficient
products and services, to reduce direct and indirect energy consumption and
other energy conservation practices and technological improvements

This criterion demonstrates the effort of firms in reducing total water use or
discharge and the adoption of waste management activities

N
D Xi<05x > X; forS=Sector1,2,3,4 )
ieS i=1

N
> Xi <05x > X; for R=Regionl,2,3,4 (10)
ieR i=1

In order to assure that all sectors and regions will be present in final portfolios we also
add the following condition: “all sectors and areas will be funded with at least 10 % of the
total cost”. This condition is expressed with the following constraints:

N
ZcostiXi > 0.1 x ZcostiX,- for § = Sector 1,2,3,4
ieS

ZcostiXi > 0.1 x ZcosziXi for R = Region1,2,3,4
i€ER

an
i=1

N
12)

i=1

In the framework of ITA, the uncertainty characterizing the estimation of projects’ NPV
as well as the calculation of firm’s EECR score is expressed with normal distributions for
relevant projects’ values. Specifically we take as mean value for the normal distributions the
estimated value presented in Table 4 of the appendix and as standard deviation of the initial
round the 5 % of the mean. This is done for the NPV as well as the EECR values. From round
to round we reduce the standard deviation of corresponding normal distributions to 4, 3, 2, 1
and 0 % in the final round. The whole process (model building, random sampling, Pareto set
generation) is implemented within GAMS platform (GAMS 2010).
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4 Application and results discussion

For the application we have 40 projects from 40 different firms, with a geographical, sectoral
distribution as follows in Table 2:

The parameters’ values of the model as well as the membership of projects in various sets
(sectoral and geographical) are shown in Table 4 of the Appendix. It must be noted that more
types of constraints may be considered in the MP framework like e.g. the specific number
(or range) of accepted applications (projects to be finally funded), or constraints for mutually
exclusive projects etc.

We performed 1000 Monte Carlo iterations in each computation round and the computation
time varied between 7181 and 9150s from round to round in a core i-5 running at 2.5 GHz.
It must be noted that in the specific application, we set a 99 % acceptance threshold for the
green set (if a portfolio is present in 99 % of Pareto sets i.e. in 990 out of 1000).

The results of multi-objective ITA are shown in Table 3. There are in total 398 POPs
that participate in 1000 Pareto sets of the initial round. Among them only four were present
in all Pareto sets. At subsequent iterations we reduce the standard deviation of sampling
distributions as shown in the first column of Table 3. Eventually, on the last round we obtain
the final Pareto set that comprises 31 POPs of projects. These portfolios contain from 18 to
28 projects.

The additional information that we have from ITA is that we are aware which of these
31 portfolios can be considered more certain than others. The degree of certainty for each
portfolio is directly related to the corresponding round that it enters the green set. In Fig. 5
we can see this picture very clear. The darker the portfolio’s background the more certain we
are about its Pareto optimality. From Fig. 4 we have at a glance which portfolios are more
robust given the uncertainty in the model’s parameters. The DR can exploit this information
in his final selection.

A challenging task is to incorporate the robustness information in the Pareto front. As it is
well known, Pareto front of a multi-objective problem is a graph of the Pareto set in criteria
space. When we have 2 or 3 objective functions the Pareto front can be easily visualized. The

Table 2 Characteristics of the 40

projects Geographical regions Sectors

11 southern European enterprises 11 energy enterprises
10 northern European enterprises 9 industrial enterprises
13 central European enterprises 7 electrical equipment enterprises

6 Greek enterprises 13 enterprises from other sectors

Table 3 The results of multi-objective ITA from round to round

Computation time (sec) Green Red Grey
o=5% Round 1 9178 4 0 394
c=4% Round 2 8247 4 109 285
c=3% Round 3 8592 5 215 178
c=2% Round 4 7811 9 275 114
co=1% Round 5 8685 16 324 54
c=0% Round 6 7.3* 31 367 0

*For just one iteration as there is no uncertainty quantified by standard deviation
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Fig. 5 Coloring code for the 31
portfolios

robustness of each portfolio can be expressed with a bubble chart, where the size of bubble
being the portfolio’s Robustness Degree (see Sect. 2).

The upper chart in Fig. 5 is the conventional Pareto front with 31 Pareto optimal solutions
(different portfolios). The lower chart embodies also robustness information. The robustness
information is visualized with the size of the bubble. The greater the Robustness Degree of
a POP (i.e. the earlier it enters the green set), the greater the size of the bubble. This kind
of information is essential for the DR as he can recognize regions of the Pareto front with
higher or lower robustness.

Pareto front
5,400,000 == = == == == == == = e e e e

5,200,000 -~~~ ~ - - S 00000 5~ < < - e

°
5,000,000 .

4,800,000 §-============mm == eeeeeeean S ---------
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Pareto front with robustness information
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Fig. 6 Visualizing robustness with bubble charts
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Fig. 7 The Robustness Chart

From this chart the DR can draw conclusions about criteria values of each solution (and
therefore assess the trade-off) as well as about the robustness of solutions.

In the specific case, it seems that the robust Pareto optimal solutions are in the region of
high EECR (horizontal axis). This also means that the values of EECR have less uncertainty,
and this is true, into consideration the detailed and precise way of their calculations.

Promising solutions are on the knee of the Pareto curve where the slope changes sharply
meaning that with a little sacrifice in one objective function we can achieve large improvement
in the other. A promising solution (portfolio) in our case is the one pointed with an arrow. This
means that a small compromise from the maximum EECR value leads to a great improvement
in NPV. Besides, as it is evident from the size of the bubble, the specific solution is among the
most robust. Conclusively, the robustness of the Pareto optimal solutions which is visualized
in Fig. 6 can be regarded as an additional characteristic that helps the DR to evaluate the
attractiveness of the obtained POPs.

The overall robustness of the final Pareto set can be measured using the RI. The Robustness
Chart and the RI of specific case can be depicted in Fig. 7. Applying Eq. (2) we calculate the
RI as the area underneath the Robustness Curve which is RI = 0.33.

Regarding all 40 projects, we can measure their presence in the Pareto front by counting
how many times each one of them appears in 398 initial Pareto portfolios and how many in
times in 31 final Pareto portfolios as shown in Fig. 8.

The initial Pareto portfolios correspond to maximum uncertainty. From Fig. 7 we can
extract information about the robustness of the individual projects. The closer they are the
two frequency rates (in the initial and in the final Pareto portfolios) for one project, the more
robust are the conclusions for the participation frequency of the specific project. From Fig. 7
we can observe that there are projects included in more than 90 % of Pareto portfolios (even
when maximum uncertainty is considered, i.e. in the initial round) like projects 7, 11, 13, 20,
21, 24, 35, 38, 39, 40) and other projects that never appear in Pareto portfolios (19, 23, 26,
29, 36, 37).

Moreover, based on the results, it can be noted that companies requesting for larger loans,
while having a low EECR index, tend to be rejected. On the other hand, companies asking
for smaller loans and having a high NPV index, tend to be approved.
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Fig. 8 Frequency of projects in the initial and final Pareto portfolios

5 Conclusions

Project portfolio selection is a challenging problem that sometimes involves multiple objec-
tives and multiple constraints (budget, policy, allocation etc.) that should be satisfied. The
combinatorial character of the problem implies the use of discrete optimization meth-
ods.

With the proposed methodology, banks and financial institutions do not take into consider-
ation only usual and traditional economic performance in order to finance a project, but also
additional ones, such as energy and environmental. The concept of this model can support
fruitful decision making towards sustainable transition towards green growth, fostering green
corporate responsibility. This is also in accordance with European Commission’s objectives
to foster firms to report related data in a transparent and explicit way. The proposed decision
support model can also enhance the appropriate absorption of Structural and Cohesion Funds,
assuring the energy and environmental responsibility of related firms.

In particular, in the presented case, two objective functions represent economic (NPV)
and energy and environmental (EECR) dimensions of the submitted projects. A MOIP model
is developed with these two objective functions and the exact Pareto set of project portfo-
lios is generated. Moreover, we consider the underlying uncertainty of objective function
coefficients (NPV of projects and EECR score of firms). For this reason, a multi-objective
version of ITA is introduced so that it can convey useful information to the DR regarding the
robustness of eventually obtained Pareto set.

The combination of Monte Carlo simulation and multi-objective programming via the
systematic framework of ITA provides us with fruitful insights regarding the robustness of
Pareto optimal solutions. The iterative approach gradually converges to the final Pareto set.
Useful information emerged from this process is not just the Pareto optimality of project port-
folios, but also their robustness in relation to perturbations in objective function coefficients
(degree of robustness). Specific measures are developed in order to assess the robustness of
the Pareto set as a whole as well as for each Pareto portfolio individually. We also obtain
information regarding the specific projects and their frequency in POPs. The hybrid combina-
tion of two methodological tools (Monte Carlo simulation and multi-objective optimization)
can effectively handle the specific green credit granting problem, where in addition to the
consideration of multiple criteria, alternatives must obey to particular policy constraints.
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Several issues can be considered for future research. Different probability distributions
can be tested for the objective function coefficients. In addition, the underlying uncertainty
may be extended to other model parameters beyond the objective function (i.e. to parameters
associated with constraints). Moreover, the combination of Monte Carlo simulation and multi-
objective optimization is a promising approach that may be used to address the robustness in
multi-objective programming problems outside the ITA framework. For future research we
can test the method in larger problems and with different probability distributions.
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Appendix

See Table 4.

Table 4 Projects’ data

EECR NPV (€) C ost (€) Sector Region
1 12.97 2500 5930 S1 R3
2 14.66 49,800 50,830 S1 R3
3 9.76 8300 5000 S1 R2
4 6.23 63,600 33,860 S1 R3
5 6.99 244,600 191,870 S2 R1
6 14.64 36,700 37,500 S2 R1
7 7.10 14,100 6070 S2 R1
8 11.92 22,500 23,030 S2 R4
9 11.81 261,300 190,000 S2 R1
10 21.59 455,000 422,670 S3 R2
11 13.64 696,800 415,000 S3 R1
12 13.59 53,900 39,330 S3 R1
13 3.86 238,900 95,330 S1 R4
14 9.62 3400 5630 S4 R1
15 40.00 600 7370 S4 R1
16 2.95 74,600 37,670 S4 R2
17 25.87 4900 30,100 S1 R4
18 5.25 12,500 5700 S4 R2
19 11.39 389,900 909,310 S4 R3
20 11.67 378,100 160,300 S4 R4
21 15.39 53,100 26,190 S4 R2
22 17.13 51,400 161,010 S4 R3
23 5.76 460,100 353,420 S3 R1
24 8.93 422,800 184,410 N R3
25 16.12 146,900 87,910 S4 R2
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Table 4 continued

EECR NPV (€) C ost (€) Sector Region
26 12.38 477,100 614,620 S1 R2
27 7.19 431,600 277,040 S1 R3
28 21.95 208,500 158,790 S3 R3
29 4.70 324,400 1,410,180 S2 R1
30 18.07 324,100 533,640 S3 R1
31 7.75 603,200 529,130 S4 R2
32 4.54 648,800 396,670 S2 R4
33 19.18 179,600 123,640 S1 R3
34 15.85 220,000 149,770 S1 R1
35 22.01 204,300 93,050 S4 R2
36 4.04 352,100 311,780 S4 R3
37 19.39 223,000 772,970 S3 R2
38 17.81 228,800 117,580 S2 R3
39 12.86 428,500 190,870 S4 R4
40 5.85 516,100 262,030 S2 R1
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ABSTRACT

Atrial fibrillation (AF) is the most common sustained cardiac arrhythmia occurring in 2% of the general population,
while the assuming projected incidence in 2050 will rise to 4.3%. This paper presents a multicriteria methodology
for the development of a model for monitoring the post-operative behaviour of patients who have received treatment
for AF. The model classifies the patients in seven categories according to their relapse risk, on the basis of seven
criteria related to the AF type and pathology conditions, the treatment received by the patients and their medical
history. The analysis is based on an extension of the UTilités Additives DIScriminantes (UTADIS) method, through
the introduction of a two-stage model development procedure that minimizes the number and the magnitude of the
misclassifications. The analysis is based on a sample of 116 patients who had pulmonary veins isolation in a Greek
public hospital. The classification accuracy of the best fitted models scores between 71% and 84%. Copyright © 2015

John Wiley & Sons, Ltd.
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1. INTRODUCTION

Atrial fibrillation (AF) is the most common arrhythmia
and can be either symptomatic or not. Its prevalence
increases with age, and it appears that one in four
adults older than 40Oyears has a lifetime risk of
developing AF of approximately 25%. The major
mechanism that initiates and perpetuates AF relies
on rapid electrical discharges from the pulmonary
veins (PV) that return oxygenated blood from the
lungs to the left atrium (LA) of the heart. Electrical
isolation of the PV with the application of high
frequency current across the ostia of the PV is
particularly effective for elimination of AF and is
widely used in cardiac electrophysiology departments
of tertiary hospitals.
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Technical University of Crete, Chania 73100, Greece. E-mail:
mdoumpos @dpem.tuc.gr
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However, even after PV isolation (PVI), AF often
recurs. Recurrence is classified as early when it takes
place 48h after the operation, late when it occurs
within 30days and very late for cases more than
30days after the operation. The efficacy of PVI
depends on several medical variables, and the
assessment of the AF recurrence risk is of major
importance in order to decide the most suitable
treatment for a patient. Analytic decision models can
be particularly useful for defining post-operative AF
treatment.

Empirical evidence has shown that medical
decision support systems often improve signi
ficantly the medical decision process (Garg et al.,
2005; Kawamoto et al., 2005), in different ac
tivities (e.g. diagnosis, therapy, monitoring and
prevention) and contexts such as acute -care,
primary care and patient advice (Ammenwerth
et al., 2013). Data mining, computational intel
ligence and statistical pattern recognition techniques
have been widely used for diagnostic purposes (for
an overview, see the work of Hardin and Chhieng,
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2007). Such methods have also been used in
predicting and detecting AF and other forms of
cardiac arrthythmia (Alonso-Atienza et al., 2012;
Chesnokov, 2008; Mohebbi and Ghassemian,
2012), mostly using complex machine learning/data
mining models that emphasize the accuracy of the
results rather than their inter pretability. However,
as noted by Berner and La Lande (2007), many
physicians are hesitant to use such systems because
the reasoning behind them is not transparent and
they are not built on the grounds of knowledge
derived from the medical literature, or rules and
guidelines issued by clinical associations based on

clinical trials’ results, registries and experts’
consensus (see for instance, the work of Camm
et al., 2012).

Multicriteria decision aid (MCDA) is well suited in
this context, providing a constructive approach for
developing medical support systems that combine
the physicians’ expert judgments with evidence-based
clinical practice, in a patient-centred clinical decision-
making context (Dolan, 2010). Medical applications
of MCDA methods cover, among others, generic
computer-aided diagnostic systems (Du Bois et al.,
1989; Rahimi et al., 2007), specialized diagnostic
and screening models (Belacel, 2000; Dolan and
Frisina, 2002; Goletsis et al., 2004), decision aiding
in evidence-based medicine (O’Sullivan et al., 2014,
van Valkenhoef et al., 2013), medication risk analysis
and appraisal (Goetghebeur et al., 2012; Tervonen
et al., 2011), therapy planning (Hamacher and Kiifer,
2002; Schlaefer et al., 2013) and and the setting of
medical practice guidelines and policy interventions
(Angelucci et al., 2008; Baltussen er al., 2010;
Postmus et al., 2014).

In this paper, we present a novel MCDA approach
for the construction of a decision model that supports
the analysis of AF recurrence risk. The model can be
used both preoperatively and post-operatively to
assess possible options for performing the PVI
operation, consult with patients regarding the
operation and assess the status of patients after the
operation in order to prescribe a proper post-operative
pharmacological therapy when needed. The model
provides estimates on the AF recurrence risk as well
as insights into the factors that contribute to AF
recurrence. These factors relate both to the
characteristics of patients and the way the PVI
operation are performed. The model is expressed in
the form of an additive value function, which allows
the modelling of nonlinear relationships between the
considered factors and the AF recurrence risk, while
retaining the interpretability of simpler linear models.

Copyright © 2015 John Wiley & Sons, Ltd.

The additive form of the model provides both overall
risk estimates and the marginal effects due to each
separate factor.

The analysis is based on a sample of 116 patients
who have undergone PVI operation in a major Greek
hospital and have been classified into seven recurrence
risk categories according to their post-operative
condition. The model is developed through a
multicriteria classification approach in the context of
disaggregation analysis (Jacquet-Lagreze and Siskos,
2001) on the basis of the available data. Given the
multi-category nature of the problem, a new mixed-
integer programming formulation is introduced that
takes into account not only the number of
misclassifications but also their magnitude. These
two model fitting criteria are handled through a
lexicographic process, and the robustness of the model
is also analysed. The results demonstrate that the
proposed MCDA modelling approach can provide
not only a useful medical decision aid model but also
guidelines and insights into the role of the AF
recurrence risk assessment criteria.

The rest of the paper is organized as follows.
Section 2 describes the problem context regarding
the assessment of AF recurrence risk and the
prognostic attributes used in the modelling process.
Section 3 is devoted to the proposed multicriteria
methodology for constructing the prognostic
medical decision model, whereas section 4 presents
the application of the methodology and discusses
the obtained results. Finally, Section 5 concludes
the paper and proposes some future research
directions.

2. PROBLEM SETTING

Atrial fibrillation is the most common sustained
cardiac arrhythmia occurring in 2% of the general
population, while the projected incidence in 2050
will rise to 4.3%. The prevalence of AF increases
with age, from <0.5% at 40-50years, to 5%—15%
at 80years (Kirchhof er al., 2012; Wann et al.,
2011). Men are more often affected than women.
The lifetime risk of developing AF is approximately
25% in those who have reached the age of 40 years
(You et al., 2012).

Atrial fibrillation is characterized electrocardio
graphically by low-amplitude baseline oscillations
(fibrillator, f-waves that lead to chaotic and irregular
atrial thythm) and an irregular ventricular rhythm,
which leads to abnormal contraction and consequently
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inadequate emptying of both atria of the heart in every
cardiac cycle (heart beat). The abnormal and
occasionally slow blood flow into the atria in AF
patients leads to thrombus formation, thus increasing
the risk of stroke, organ ischemia and other acute
medical conditions that need hospitalization and have
increased mortality risk.

The most common causes for developing AF are
excessive alcohol intake, myocardial infarction,
pericarditis, myocarditis pulmonary embolism and
hyperthyroidism. Other risk factors include congestive
heart failure, aortic and mitral valve disease, left atrial
enlargement, obstructive sleep apnea and advanced
age. On the other hand, the effects of AF in the
cardiovascular system have been well studied; it
doubles the risk of mortality, triples the risk for
hospitalization and increases the risk of stroke nearly
five times. Overall, AF promotes heart failure, and
heart failure aggravates AF to worsen patients’ overall
prognosis.

Atrial fibrillation that terminates spontaneously
within 7 days is termed paroxysmal, and AF of more
than seven continuous days is called persistent. AF
persistent for more than 1 year is termed longstanding,
whereas longstanding AF refractory to electrical
cardioversion is called permanent.

Depending on the characteristics of AF, its
treatment can be based on pharmacological rate and

rhythm control strategies. Left atrial catheter ablation
is another option for long-term management involving
patients who remain symptomatic despite other
treatments. Catheter ablation is an electrophys
iological operation during which multiple endocardial
lesions are created by the multiple applications of high
frequency current created by an external generator
through ablation catheters (Figure 1). The aim of the
operation is to isolate electrically the ostia (entrances)
of the PV that return oxygenated blood from the lungs
into the LA with the use of fluoroscopy and an
electroanatomic mapping system for the navigation
of ablation catheters in the heart.

The efficacy of AF ablation (PVI) varies widely
depending mainly on medical variables like the type
of AF, duration of AF, duration of the last AF episode,
diameter and volume of the LA, the number of
applications of high frequency current and the time of
fluoroscopy. It is very important for electrophysiologists
to choose the right patients, that is, with certain values of
medical variables related to AF prior to PVI, who are
more likely to benefit from the operation and remain free
from arrhythmia for as long as possible, taking also into
consideration the risk of adverse events due to the
operation (which is estimated to by about 1%-3%).

In this context, this study employs a multicriteria
methodology to determine the risk of AF recurrence.
The analysis is based on a sample of 116 patients

Figure 1. Postero-anterior view of left atrium (endocardial lesions—red dots—created by application of high frequency
current through the irrigated tip ablation mapping catheter (MC); lasso catheter (LC) records endocardial potentials at the
ostia of left superior pulmonary vein (LSPV), left inferior pulmonary vein (LIPV), right superior pulmonary vein (RSPV)

and right inferior pulmonary vein (RIPV)).

Copyright © 2015 John Wiley & Sons, Ltd.
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who had PVI in a Greek public hospital. The condition
of the patients was monitored after the operation, and
AF recurrence was characterized as ‘early’ for cases in
which it occurred during the first 48h post-
operatively, ‘late’ when in the first month and ‘very
late’ if it occurred more than a month after the
operation. Thus, the patients were classified into seven
ordinal recurrence risk categories, ranging from high
risk cases (class YYY), corresponding to patients for
whom AF recurrence occurred at all three-time
windows (early, late and very late), to patients for
which PVI was successful as no recurrence occurred
(class NNN).! The risk order of the classes was
defined in cooperation with a cardiologist with
experience on the treatment of AF and the PVI
operation. Table I illustrates the definition of the
recurrence risk categories and the number of sample
patients in each class. It should be noted that early
recurrence is often observed without any future
complications whereas late or very late recurrence is
more likely to be associated with cases that may
require additional treatment. Thus, patients in category
YNN are considered to be of lower risk than those in
category NNY. Furthermore, patients with late
recurrence are more likely to require additional
treatment compared with patients with no late
recurrence. This is why the top three risk categories
(YYY, NYY and NYN) all correspond to patients
with late recurrence.

The assessment of the AF recurrence risk is based
on the seven prognostic criteria noted in the
succeeding texts, which have been selected in
cooperation with an expert medical decision-maker
and existing medical guidelines on the risk factors of
AF and its treatment (Camm et al., 2012; Kirchhof
et al., 2012). In particular, the assessment criteria
involve the following measures:

Table I. Definition of the atrial fibrillation recurrence risk
categories

Recurrence period

Early Late Very late Class labels No. of cases
Yes Yes Yes YYY 8
No Yes Yes NYY 8
No Yes No NYN 9
Yes No Yes YNY 2
No No Yes NNY 12
Yes No No YNN 3
No No No NNN 74

Copyright © 2015 John Wiley & Sons, Ltd.

* AF type (paroxysmal, persistent and permanent):
ordinal criterion, such that a permanent type is
associated with higher recurrence risk whereas a
paroxysmal type is associated to lower risk.

e Duration of AF (number of years since first episode
of AF): positively associated to recurrence risk (i.e.
the larger the duration of AF, the higher the risk).

* Duration of the last AF episode (in days): positively
associated to recurrence risk.

e LA diameter (measured in two-dimension echocar-
diogram in millimetre): positively associated to
recurrence risk.

* LA volume (calculated automatically by echocar-
diograph software using longitudinal and transverse
dimensions in cubic centimetre): positively asso-
ciated to recurrence risk.

e Number of applications of high frequency current
(each application lasts 60s): negatively associated
to recurrence risk (i.e. the risk of recurrence
decreases with the number of applications of high
frequency current).

e Time of fluoroscopy (duration of fluoroscopy used
in order to visualize catheters and navigate them
across cardiac chambers and PV in minutes):
positively associated to recurrence risk.

The aforementioned assessment criteria combine
attributes about the nature of the arrhythmia in each
patient as well as attributes that are related to the
PVI operation. The combination of such factors in an
aggregate recurrence risk assessment model can
support medical doctors in a number of ways, both
preoperatively and post-operatively. First, it allows
them to assess the risk of recurrence preoperatively
based on the cardiovascular diagnostic characteristics
of patients and the parameters that define how the
PVI operation can be performed. In that respect, a
model combining such factors can guide medical
doctors to differentiate the ablation strategy during
operation (i.e. increase the number of applications of
high frequency current or make additional lesion lines
in patients with longstanding AF and dilated LA) and
provide patients with personalized estimated success
rate during preoperative consultation. Furthermore,
through such a model, cardiologists can change the
type and duration of post-operative pharmacological
therapy (i.e. more potent antiarrhythmic drugs in high
risk patients).

First, it allows them to assess (post-operatively)
additional treatments that may improve the condition
of the patients and minimize the AF recurrence risk.
Furthermore, through such a model, medical doctors
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can analyse the trade-offs between the factors that
define the nature of the PVI operation (applications
of high frequency current and fluoroscopy time) while
controlling for the characteristics of the AF for each
patient. This allows doctors to decide on make
informed decisions about the best way to perform
the operation in order to minimize the recurrence risk.

3. MULTICRITERIA METHODOLOGY

In the context of the problem setting described in the
previous section, the development of a decision model
that facilitates the monitoring of the patients can be
considered as a multicriteria classification problem.
Multicriteria classification problems have received
much interest among MCDA researchers over the past
couple of decades, and several modelling approaches
have been developed (Zopounidis and Doumpos,
2002). In this study, we employ an additive value
function model. In particular, denoting by x;=(x;,
..., Xiy) the vector with the available data for patient i
on a set of n recurrence risk attributes, the patient’s
overall recurrence risk is assessed with the following
additive function:

V(x;) = f} w;v; (x7), with f} wi=1, (1)
: ~

J=1 J

where w; is the (non-negative) weight for criterion j
(the weights represent the trade-offs the decision-
maker is willing to make among the criteria) and vy(-)
is the marginal value function for criterion j,
normalized in [0, 1]. The additive model is well
founded from a theoretical point of view (Keeney
and Raiffa, 1993) and has been used in a wide range
of multicriteria evaluation problems. The additive
form of the model makes it easy to use and
comprehend. The comprehensibility of the model is
an important feature that greatly helps medical doctors
to understand the model’s logic, thus improving the
practical usefulness of the model. More complex
modelling forms (e.g. a multi-linear value function)
take into account interactions between the decision
criteria at the expense of yielding models, which are
difficult to construct and understand.

In the modelling setting followed in this study, it is
assumed that the higher the global value V(x;) of
patient i, the higher is his/her recurrence risk. Thus,
with the additive model (1), a patient i is classified into
risk group k if and only if # < V(x;) <#;_,, where
Wh>1>60>6>>t, 1>1,>0 is a set of

Copyright © 2015 John Wiley & Sons, Ltd.

thresholds that distinguish between the ¢ recurrence
risk categories Cy, ..., C, (e.g. g=7 for the sample
used in this study).” In accordance with the
aforementioned interpretation of the additive value
model, the categories are risk-ordered such that C,;
corresponds to high risk patients (i.e. category YYY
in Table I) and C, to low risk ones (category NNN
in Table I).

The construction of the additive model and the
estimation of the separating thresholds are performed
using a preference disaggregation approach (Jacquet-
Lagreze and Siskos, 2001), namely, the UTADIS 11
method (Doumpos and Zopounidis, 2002), which
adapts the framework of the UTilités Additives
(UTA) method (Jacquet-Lagreze and Siskos, 1982) to
classification problems. In this context, the evaluation
model (1) is fitted on a set of data (reference set) for
m patients already classified in ¢ recurrence risk
categories. The objective of the model-fitting process
is to construct a decision model that is as compatible
as possible with the predefined classification of the
patients in the reference set. The constructed model
can then be calibrated (if needed) through an
interactive process with the medical decision-maker
and then used to evaluate the risk for patients in a real
time setting. In the UTADIS II approach, the fitting of
the model is based on the solution of the following
mixed-integer programme (MIP):

141 " _
min — — o} =+ o;
qul my vl‘ezck( )

st V(X)) — tx +0>0 VieCi (k=1, ..., g—1)

V(X)) —tre1 —o;<—0d  VieCy (k=2, ..., q), 2)
V(x.) =0, V(x*) =1

ti_1 — tr>e k=1,..,g—-1

o ,07€{0, 1} i=1, ..., m,

where my; denotes the number of patients in the
reference set from category Cy whereas o; and o; are
binary slack variables associated with patients
misclassified by the additive model. In particular, ;"
equals one if a patient is misclassified in a lower risk
category compared to the one he/she actually belongs
to (i.e. when the model underestimates the actual
recurrence risk), whereas o; denotes the misclassification
into higher risk classes (i.e. overestimation of risk). The
first two constraints define these error variables on the
basis of the threshold-based classification rule. In both
constraints, ¢ is a small user-defined positive constant
used to handle ambiguous classification results, which
arise when the risk score of a patient equals one of the
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classification thresholds (in the analysis, we set
0=0.0001). The third set of constraints normalizes the
additive model in [0, 1], such that a low risk patient
(denoted by x-) is assigned a risk score of 0, whereas
a patient with the highest risk (denoted by x*) is
assigned the maximum risk score of 1. These two
extremes (x: and x*) can either be defined through
medical expertise or through the data used in the
analysis. In this study, we followed the latter approach,
defining x» and x* by the minimum and maximum
levels, respectively, of the criteria described in the
previous section (except for the number of applications
of high frequency current, which is negatively related
to recurrent risk; for this criterion, x* was defined by
the minimum level of the criterion and x: by its
maximum). Thus, a high risk patient (x*) has permanent
AF, large durations, large LA diameter/volume, small
number of applications of high frequency current during
the PVI operation and large fluoroscopy time.

Finally, the fourth constraint of problem (2) defines
the minimum difference between two consecutive
classification thresholds, with & being a user-defined
positive constant (in this study, we used £=0.02).
The objective function of problem (2) minimizes the
total weighted classification error for the patients in
the reference set. The weighting of the errors for each
patient i from risk class C; by 1/m; imposes a balance

min Y- ¥ ¥ (& + &)

k=1MkvicC, =1

as piecewise linear functions of the data (for details,
see Doumpos and Zopounidis, 2002; Jacquet-Lagreze
and Siskos, 1982).

Even though problem (2) is easy to solve for
medium-size reference sets (with existing powerful
MIP solvers), it fails to distinguish between the
magnitude of the classification errors, which is an
important issue in multi-category ordinal classification
problems such as the one considered in this study. In
such cases, instead of using the total number of
misclassifications as the modelling fitting criterion,
the mean absolute error is a more meaningful
objective. Imposing weights to account for the
imbalances in the number of patients in each risk
category in the reference set, the mean-weighted
absolute error (MWAE) is defined as follows:

14 1 X
=X — X -l A3)

q k=1Mk vieC,

where y;={1, 2, ..., g} is the actual risk category for
patient i and ¥; is classification of the patient by the
decision model. The construction of an additive value
function model that optimizes this fitting measure for a
given reference set can be performed with the
following MIP formulation:

st V(X)) =t +E5=0 vie{Cy, ..., Ck}, k=1, ..., g —1
V(X;) =t — < — 6 Vie{Cy, ..., Cy}, k=2, ..., ¢ 4)
ty — tr—12¢€ k=1,...,.q—1
V(x.) =0, V(x*) =1
T Erel0, 1} i=1,...mk=1,.. ¢
among all risk categories, thus ensuring that the Compared to model (2), this formulation

classifications of the fitted model will not be biased
towards classes with a large number of patients. The
aforementioned  optimization problem can be
formulated as a linear MIP, through the modelling of
the marginal value functions of the additive model (1)

Copyright © 2015 John Wiley & Sons, Ltd.

distinguishes between the possible misclassifications
for a patient i from risk category Cj through the binary
error variables &* and ™. More specifically, the first
constraint compares the global value of every patient
belonging in the set of risk categories {Cy,C,, ...,
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Cy} (for each, k=1, ..., g—1), against the lower
threshold 7, of category C;. For instance, a patient
from the high risk category C; (i.e. k=1) is compared
(successively) against #; (the lower threshold of
category C;) and f, (the lower threshold of category
C5), up to 1, (the lower threshold of category
C, —1). Each of these comparisons is associated with
a different error variable f; (¢=k, ..., g—1), which
equals to 1 if and only if a patient i that actually
belongs to the set of risk categories {Cy, Cs,..., Cy}
is misclassified in any of the risk categories {C,, 1,
Cry2,...,C4}. For example, if a patient from the risk
category C; is assigned into category Cs, then & =
&5 =1, thus indicating that there is a two-notch
difference between the actual and the estimated
classification.

In a similar manner, the second constraint
compares the global value of every patient from the
set of risk categories {Cy, Cy.y,...,C,} (for each,
k=2, ..., q), against the upper threshold 7, _; of
category Cy. For instance, a patient from the low risk
category C, is compared (successively) against 7, _
(the upper threshold of category C,) and 1, _, (the
upper threshold of category C, _ 1), up to #, (the upper
threshold of category C,). These comparisons are
associated with error variables £, (£=2, ..., k), which
equal to 1 if and only if a patient i that actually
belongs to the set of risk categories {Cy,Ciy1, ...,
C,} is assigned (misclassified) into any of the risk
categories {Cy,Cs,...,Cp_1}.

Thus, the sum &+ + - 4&f,  for a
patient from risk category Cj equals the difference
¥;—Y; (as in the example noted previously), when
the patient is assigned into a lower risk category
compared to its actual risk level (i.e. ¥; > y;), whereas
the sum &, + --- +&; equals the difference y; — ¥,
when the patient is assigned into a higher risk
category compared to its actual risk level (i.e. §; <y;).

Obviously, the ordinal definition of the risk
categories implies that ¢j; = 1 whenever &, = 1
and ¢, = 1 whenever 51‘7,5—1 =1.

4. RESULTS

4.1. Empirical setting

In this study, the two model fitting formulations
described in the previous section are employed in a
lexicography manner. In particular, model (2) is first
used to obtain an additive evaluation model that
minimizes the total weighted number of
misclassifications while ignoring their magnitude.

Copyright © 2015 John Wiley & Sons, Ltd.

Table II. Model fitting metrics

UTADIS MWAE-
1I MWAE Lex WOLR

Overall 0.724 0.569 0.724 0.345

classification

accuracy
Average 0.843 0.691 0.793 0.244

classification

accuracy
Mean-weighted 0.679 0.530 0.588 1.627

absolute error

MWAE, mean-weighted absolute error; WOLR, weighted ordinal
logistic regression model.

Then, at a second stage, problem (4) is solved to
minimize the MWAE while controlling for the
number of misclassified patients on the basis of the
solution of model (2), that is, by adding the following
constraint to problem (4):

Y (G+e) =F )

VieCy,

where E* =Y (0] 4+ 0;) is the total number of
misclassifications corresponding to the solution of
model (2).

All optimization problems are solved with a quad-
core personal computer with an Intel 17-2600K/
3.4GHz processor and 16 GB of RAM, using the
Gurobi 6 solver. With this computational environment,
the mixed integer linear programming formulation
of UTADIS II was easily solved to optimality,
whereas problem (4) was much more challenging
due to its increased complexity. In that respect, a
time limit of 1h was imposed during the solution
process.

4.2. Analysis of results

Table II presents some main model fitting measures
for three different additive evaluation models,
including the model resulting from the solution of
the UTADIS 1II problem (2), the one obtained from
the MWAE problem (4), the MWAE-Lex model
obtained from the combination of the previous two
approaches through the aforementioned lexicographic
scheme and a weighted ordinal logistic regression
model (King and Zeng, 2001). For each evaluation
model, three fitting indices are calculated, namely: (i)
the overall classification accuracy, defined as the
percentage of patients correctly classified by the
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Table III. Classification matrices for the UTADIS II and MWAE-Lex models (all entries in %)

Model’s classification

YYY NYY NYN YNY NNY YNN NNN
Actual UTADISTT  YYY 100.0 0.0 0.0 0.0 0.0 0.0 0.0
classification NYY 0.0 100.0 0.0 0.0 0.0 0.0 0.0
NYN 0.0 0.0 100.0 0.0 0.0 0.0 0.0
YNY 0.0 0.0 0.0 100.0 0.0 0.0 0.0
NNY 33.3 8.3 0.0 0.0 58.3 0.0 0.0
YNN 333 0.0 0.0 0.0 0.0 66.7 0.0
NNN 4.1 17.6 5.4 2.7 2.7 2.7 64.9
MWAE- YYY 100.0 0.0 0.0 0.0 0.0 0.0 0.0
Lex NYY 12.5 50.0 12.5 0.0 12.5 12.5 0.0
NYN 0.0 0.0 66.7 0.0 11.1 0.0 22.2
YNY 0.0 0.0 0.0 100.0 0.0 0.0 0.0
NNY 16.7 0.0 8.3 0.0 66.7 0.0 8.3
YNN 0.0 0.0 0.0 0.0 0.0 100.0 0.0
NNN 2.7 1.4 6.8 8.1 4.1 5.4 71.6

model; (ii) the average classification accuracy, defined
by the objective function of problem (2) and (iii) the
MWAE index (3).

The basic UTADIS II performs best in terms of the
average classification accuracy, which corresponds to
the objective function of the MIP (2), whereas the
MWAE model minimizes the MWAE on the basis of
the optimization problem (4). The performance of
the MWAE model, however, on the two classification
accuracy criteria is significantly lower compared to the
results of UTADIS II. The MWAE-Lex approach
provides a good balance between the two other
models. In particular, compared to UTADIS II,
MWAE-Lex has slightly lower average classification
accuracy (by about 6% in relative terms) while
improving the weighted absolute error by about 13%
(again in relative terms). On the other hand, compared
to MWAE, the MWAE-Lex model has a bit higher

Table IV. Weights of the criteria in the decision models
developed with UTADIS II and the lexicographic approach

UTADIS II MWAE-Lex
Type of AF 0.00 2.04
AF duration 14.29 10.70
AF episode duration 16.32 21.32
LA diameter 18.41 12.48
LA volume 12.33 13.03
Applications 12.19 19.21
Fluoroscopy time 26.46 21.21

MWAE, mean-weighted absolute error; AF, atrial fibrillation; LA,
left atrium.

Copyright © 2015 John Wiley & Sons, Ltd.

weighted absolute error but yields much higher
classification accuracies. Finally, the ordinal logistic
regression model performs consistently worst than all
multicriteria models.

The detailed classification matrices for the results
of the additive decision models constructed with the
UTADIS II and the MWAE-Lex approaches are
presented in Table III. It is evident that the UTADIS
I model performs very well for patients in the high
risk categories YYY-YNY but it leads to some
significant misclassifications. For instance, about
33% of the patients from the low risk category YNN
are classified as very risky cases (category YYY),
whereas 17.6% of the patients with no recurrence
indications (category NNN) are classified as high risk
patients in category NYY. Overall, the UTADIS 1I
model is clearly biased towards overestimating the
recurrence risk as all classification errors involve cases
misclassified into higher risk categories. On the other
hand, the decision model constructed with the
lexicographic scheme provides more balanced results
with a considerable reduction of the major
misclassifications noted previously.

Detailed results for the weights of the criteria in the
UTADIS II and MWAE-Lex models are presented in
Table IV. Both models indicate that the duration of
AF episodes, the number of applications of high
frequency current during AF ablation, the fluoroscopy
time and the LA volume are major factors contributing
to the decisions regarding the monitoring and
evaluation of a patient’s condition. The type of AF
on the other hand, seems to be a less important factor.

J. Multi-Crit. Decis. Anal., 1-n/a (2015)
DOI: 10.1002/mcda



A MULTICRITERIA MODEL FOR MONITORING HEART PATIENTS

1
0.9
0.8 0.8
g 07 @
g 06 T 06
o0 0.4 o0 0.4
5] ]
S 03 s
0.2 0.2
0.1
0 10 20 30 40 50 60 40 50 60 70 80 90 100 110 120
AF episode duration (days) LA Volume (cm3)
1
0.9
0.8
L é’ 0.7
E g 06
E Té 0.5
3 2 o4
s S 03
0.2
0.1
0

0 20 40 60 80 100 120
Applications

0 10 20 30 40 50 60 70
Fluoroscopy time (minutes)

Figure 2. Marginal value functions for the four evaluation criteria with the highest weights. AF, atrial fibrillation; LA, left

atrium.

The marginal value functions for the criteria with
the highest weights in the MWAE-Lex decision model
are illustrated in Figure 2. The function for the AF
episode duration criterion has a concave form
indicating that the recurrence risk increases rapidly
even for cases with low AF episode duration and
remains at high levels for cases with duration above
I day. A similar concave form is also evident for the
fluoroscopy time criterion, according to which the
recurrence risk increases significantly in cases where
the fluoroscopy time is more than 10 min. All high risk
patients had fluoroscopy time greater than 10 min.
This may be influenced by difficulties faced with
navigating and positioning the catheters into the PV
for patients with high LA volume. Additionally,
patients with longstanding AF episodes have more
intense and chaotic electric disorganization of the
atria, demanding prolonged and repeated lesions for
PVI, which are associated with longer operational
times and therefore longer fluoroscopy times. On the
other hand, the marginal value function for the LA
volume criterion reveals that recurrence risk increases
significantly for patients with LA volume above
70cm®. It is worth noting that under normal
conditions, LA volume ranges between 25 and
58 cm>. Therefore, the model does confirm that the

Copyright © 2015 John Wiley & Sons, Ltd.

ablation operation is likely to be unsuccessful for
patients with LA volume much higher than normal
levels. Finally, the function for the number of
applications of high frequency current during AF
ablation has a decreasing form, with the recurrence
risk being much lower when there are more than 100
applications. These insights provide cardiologists with
a disaggregated view of the global recurrence risk
assessment result for each particular patient, in terms
of his/her medical status on each one of the prognostic
attributes. This is valuable information that strengthens
the medical decision-maker’s confidence on the model’s
reasoning and results, facilitates their qualitative
analysis and supports the process for providing sound
medical treatment to individual patients.

4.3. Robustness analysis

In a preference disaggregation context, such as the one
adopted in this study for the inference of preferential
information from a set of decision instances, the
robustness of the obtained conclusions is a critical
issue. The robustness concern (Roy, 2010) has
recently received considerable attention among
MCDA researchers. The MCDA literature related to
the robustness concern in disaggregation techniques
can be categorized into two main streams. The first
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focuses on providing a range of recommendations
(instead of single point results) based on the full set
of models compatible with the information provided
by the decision-maker (see, for instance, Greco
et al., 2010). When inconsistencies exist in the data
(i.e. classification errors), these are resolved
(Mousseau et al., 2003) prior to the formulation of
the recommendations. An alternative approach adopts
a  post-optimality  perspective  focusing  on
investigating the existence of multiple optimal or
near-optimal models, after a decision model has been
constructed using a set of reference examples (Siskos
and Grigoroudis, 2010).

In this study, we adopt the latter approach in order
to examine the existence of alternative decision
models that describe the classification of the given
patients in the available sample in the same way the
obtained MWAE-Lex model does. If other very
different models exist, that would raise concerns about
the validity of the recommendations derived with the
MWAE-Lex model for patients outside the reference
sample.

Similarly to the post-optimality analysis often
employed in the context of UTA-like methods
(Jacquet-Lagreze and Siskos, 1982; Siskos and
Grigoroudis, 2010), in order to examine the existence
of other optimal models, we first fix all the
classification assignments obtained from the MWAE-
Lex model and then check the variability of different
models that provide the same assignments for the
patients in the sample. More specifically, let
¢ Is C'z, s C‘7 denote the sets of patients assigned by
the MWAE-Lex model in each of the seven recurrence
risk classes. Then, all additive value models that are
compatible with the assignments of the MWAE-Lex
model should satisfy the following constraints:

V(X)) >t + 6 vieCy, k=1, ..., 6
V(xi)<ti_1 — 9 VieCy, k=2, ..., 7 ©
ty —th_12¢ k=1,..,6 .

V(x.) =0, V(x*)=1

In order to explore the robustness of the solutions in
the polyhedron defined by these constraints, we follow
two approaches. First, a post-optimality analysis
(Jacquet-Lagreze and Siskos, 1982) is employed to
identify extreme solutions corresponding to the
maximization and minimization of the weight for each
criterion (separately). Additionally, we also examine
the divergence between the weights of the criteria in
the developed MWAE-Lex model and the ones that
correspond to the analytic centre of the aforementioned

Copyright © 2015 John Wiley & Sons, Ltd.

polyhedron. As noted by Bous et al. (2010), decision
models close to the centre of feasible polyhedron are
more robust representations (compared to solutions near
the boundaries) of the preferential information
embodied in a set of reference examples. The
identification of analytic centre can be easily performed
through the solution of an optimization problem with
linear constraints and logarithmic barrier objective
function (Bous et al., 2010). A similar approach for
the construction of a robust and representative sorting
tool is outlined by Greco et al. (2011).

The criteria weights obtained from the aforementioned
two approaches are shown in Table V (the post-
optimality results include the minimum, maximum and
the average of each criterion’s weight). The results
obtained from the post-optimality approach indicate that
there are only very minor variations in the weights of
the criteria between different models compatible with
the assignments of the MWAE-Lex model. Furthermore,
both the post-optimality results as well as those obtained
from the analytic centre are extremely similar to the ones
of the MWAE-Lex model (cf. Table IV). The robustness
of decision model developed with the lexicographic
approach was also verified with the average stability
index (ASI) proposed by Grigoroudis and Siskos
(2002), which provides a comprehensive measure of the
robustness of an inferred additive value model taking into
account not only the weights of the criteria but also
variations with respect to the marginal value functions.
By definition, ASI ranges in a 0%—100% scale, with
higher values indicating more stable models. In the
context of the data in this study, the ASI of the
MWAE-Lex model was found to be 99.63%, slightly
improved over the ASI for the UTADIS II model
(99.18%).

Table V. Robustness analysis results for the weights of the
criteria

Post-optimality Analytic
(min, mean and max) centre

Type of AF [2.00, 2.05, 2.07] 2.05
AF duration [10.64, 10.75, 11.07] 10.74
AF episode duration [21.24, 21.29, 21.59] 21.31
LA diameter [10.48, 11.42, 12.82] 11.32
LA volume [12.94, 14.12, 15.28] 14.20
Applications [19.08, 19.14, 19.33] 19.18
Fluoroscopy time [21.14, 21.23, 21.49] 21.21

AF, atrial fibrillation; LA, left atrium.
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5. CONCLUSIONS AND FUTURE
PERSPECTIVES

The development of medical decision aiding models is a
challenging issue with important practical implications.
In this study, we presented a real-world case study
involving the development of such a model for
monitoring the post-operative condition of AF patients.
The model combines a number of medical factors that
are potential predictors of AF recurrence and classify
patients into risk categories.

A preference disaggregation approach was used to
develop an appropriate model, combining two main
fitting criteria through a lexicographic scheme. This
lexicographic approach was found to lead to a good
trade-off between the fitting criteria, resulting to a
model with a small number and magnitude of
misclassifications, with the overall accuracy rate
ranging higher than 70%. The model performed very
well in identifying high risk patients, whereas low-risk
cases were found to be more difficult to be evaluated
accurately, thus indicating the more detailed analysis
is further needed for such cases. In that regard, it could
be particularly beneficial to combine the model’s
results with the expertise and judgement of expert
cardiologists as well as to examine the usefulness of
additional prognostic criteria. Among the recurrence
risk criteria used in the analysis, the duration of the
most recent AF, the volume of the LA and the two
criteria related to the PVI treatment (number of
applications of high frequency current and fluoroscopy
time) were found to contribute to the assessment of
AF recurrence risk. The conducted robustness analysis
verified the validity of these results. These findings
are in accordance with complex nature of AF
recurrence, which is due to a combination of factors
regarding the nature of a patient’s AF, his/her physical
characteristics and the PVI operation. According to an
expert medical doctor, the results of the model were
found to be satisfactory, both in terms of their
classification performance as well as in terms of their
interpretation, their implications in practice and the
insights that it provides.

Future research can focus on the consideration of a
number of different variables of the aforementioned
medical procedure or other interventional methods.
On the methodological side, other model fitting
criteria could be considered model, focusing, for
instance, on eliminating/reducing important errors for
specific risk categories or patient cases, which are
explained poorly by the constructed model. The use
of efficient optimization techniques (e.g. meta-
heuristics) is also a point that could be considered in

Copyright © 2015 John Wiley & Sons, Ltd.

order to improve the computational efficiency of the
model construction process. Comparisons with other
multicriteria and data mining techniques could also
be considered, focusing on the robustness of the
results for patients outside the reference set (out of
sample generalization ability).
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ENDNOTES

1. The case YYN is missing from the analysis, as it is
highly unlikely a patient with early and late atrial
fibrillation recurrence to go asymptomatic at the very late
time window (there was no such case in our data sample).

2. When V(x;)=1;, for some k=1, ..., ¢g—1, then the
classification of patient i is arbitrary. In such cases, we
assume that patient 7 is assigned to risk group k (no such
cases were observed in our application).
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1 Introduction

Customer service request handling is a reactive business process that is triggered
when a customer submits a service request to the help desk of a company. It has been
identified as a core function of modern organizations, due to its tight relationship
with their marketing function (Wilson et al. 2012). Establishing a service response
capability includes a number of actions (Grance et al. 2004), like creating a service
response policy, setting guidelines for communicating with outside parties regarding
customer requests, selecting a team structure and staffing model, establishing
relationships between the help desk team and other groups, both internal (e.g.,
technical support teams) and external, determining what services the incident
response team should provide, and staffing and training the incident response team.

There are multiple factors that affect the complexity of the process, such as the
number of support teams involved, the organizational hierarchy, the number of
products/product categories being served, special business rules etc. Due to the
complexity of this process, special IT systems are often employed, which can
significantly add to the business value (Lin and Kao 2014). A common practice
reference model that introduces standard best practices for IT service management
is the Information Technology Infrastructure Library (ITIL) (Hochstein et al. 2005).
Nevertheless, the processes described in ITIL are deliberately non-prescriptive,
therefore the process flow is not enforced [e.g., by a workflow engine (Tarantilis
et al. 2008)]. In practice, the actual behavior can significantly vary, not just
according to the organizational implementation, but also because of a plethora of
other implementation parameters as well (e.g., the resource performing the
activities). Process mining (Van der Aalst et al. 2012) is a promising approach to
expose the real behavior of the process from IT systems’ logs and conceals business
process optimization potentials (Van der Aalst 1996).

The process mining approach has recently attracted researchers for the service
request management process analysis (van Dongen et al. 2013). Since the respective
process takes place in a highly flexible environment, multiple techniques are
typically combined to deliver a solution. In De Weerdt et al. (2012), the authors
propose a combination of trace clustering and text mining to enhance process
discovery techniques with the purpose of retrieving more useful insights from
process data, while in Ferreira and Mira da Silva (2008) process mining is used to
assess whether a business process is implemented according to ITIL guidelines.

In this work we propose a methodology based on the process mining approach to
discover coordinated patterns of behavior in a customer service request handling
process. Our efforts are not centered in delivering a standard framework, but rather
in guiding the implementation of a process analytics application. The goal of this
paper is to demonstrate through a real-world case study a roadmap for evidence-
based decision making. The case study concerns an IT system used by Volvo IT to
support incidents reported by the IT service users. It is a reactive business process,
and although there is an Organization structure and some general rules (Steeman
2013), the company actively looks for inefficiencies. The proposed methodology
and its actions deliver effective analytics for such a business quest. Actions are
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described with a clear reference to the case study, however they are relevant and
applicable to any case where event-based data sets are available. We should
emphasize that besides guiding an application, additional motivation for delivering
such a methodology is to support best practices reporting and sharing, and to
endorse evidence-based approaches for decision making.

The next section is a brief presentation to scaffold readers into the proposed
approach. Next, we present phases and actions in parallel with their concrete
instantiations concerning the case study. Last, a short discussion on the limitations
and future work concludes the paper.

2 Outline of the proposed approach

The explosion of generated data has lead to several proposals of methodologies for
practitioners to extract useful insights from datasets, KDD (Fayyad et al. 1996),
SEMMA (Matignon 2007), and CRISP-DM (Chapman et al. 2000) being the most
popular among them. Concentrating on process mining, we regard the L* model
(Van der Aalst 2011, pp. 283-286) that portrays the basic steps to improve a
structured (Lasagna) process, context specific approaches [e.g., methodologies for
healthcare (Rebuge and Ferreira 2012; Delias et al. 2015)], and the work of
Bozkaya et al. (2009) to exploit different perspectives of process mining for a
specific purpose (to gain an quick overview). Van der Heijden (2012) followed a
System Engineering Process to identify the requirements and the main activities of a
process mining project and to deliver (like CRISP-DM) “an industry-, tool-, and
application neutral methodology”. There are evident overlaps between the above
methodologies. Following a conceptual analysis, we can extract the common
methodological steps, necessary to deliver a process analytics project. Thus, the
proposed methodology synthesizes existing works in order to accelerate project
delivery. It focuses and summarizes the bottom line of the cited works, leading to
expedited knowledge discovery. The methodology is illustrated in Fig. 1. It consists
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of a set of actions classified into four phases, defined as a higher level of abstraction.
Although a sequence is demonstrated (aiming to suggest a consistent and
progressive development), it is not rigid. Switching between phases is an expected,
as well as an essential part for any project implementation. In addition, the dots at
the bottom of the list of actions for each phase are used for suspense, to indicate that
the actions’ lists are not complete checklists but coarse guides.The methodology
assumes that a process notion is omnipresent (it exists in problem definition, data
format, solutions’ intuition, etc.). Therefore, a process mining approach is qualified,
since ordinary data analysis or data mining techniques would fail to capture the
sequencing of the related events. The basic phases are Business Understanding
(figuring out the business context and developping the shape of solutions); Data
Collection and Reviewing (acquiring and preparing the raw material); Discovery
(extracting bits of knowledge); and Decision Aid (building a rapport between results
and business goals). The methodology will be presented in parallel with the case
study implementation, while we commit the next sections to the analytical
description of the steps.

3 Business understanding

The rationale of this phase is to help the analyst arrive at a stage of reflection where
she has a clear understanding of the business context, and where she can assess how
alternative actions can contribute to the business objectives. The case study
concerns Volvo IT Belgium. The company’s support system comprises of three
levels: The first line operates as a common help desk/service desk. The Second line
comprises of specialized functional teams within a higher organizational line. The
third line is a team of specific product or technical experts and is also within a
higher organizational line. The company provided a dataset (Steeman 2013) from its
information system that supports the incidents management for the 2013 edition of
the BPI challenge. The suggested actions to reach business understanding are
enumerated in the following subsections.

3.1 Determine business objectives and define process scope

Determining business objectives implies informally describing the problem to be
solved, specifying all business questions as precisely as possible, and pointing out
expected benefits in business terms (Chapman et al. 2000). In the case study, the
primary goal of the incident management process is restoring a customer’s normal
service operation as quickly as possible when incidents arise, ensuring that the best
possible levels of service quality and availability are maintained. So, the pertinent
business question is if there are any particular patterns that delay the resolution of
issues. Since the quick resolution of the issue is defined within the Service Level
Agreement of the company, there are evident gains in settling tactics to avoid those
patterns.

Defining process scope deals with acknowledging what parts of the process can
be tracked through the logged data and which type of information is both available
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and useful (van der Heijden 2012). Concerning the case study, each record contains
a number of variables such as the unique ticket number of the service request, the
impact of the case (a measure of the business criticality of the incident), the case
status (queued, accepted, completed or closed) and sub-status (assigned, awaiting
assignment, cancelled, closed, in progress, wait or unmatched), the business area of
the user reporting the incident, the technology-wise division of the organization, the
support team that will try to respond to the service request, and the location that
takes the ownership of the support team.

The process is roughly the following: a customer submits a service request. The
process reactively triggers a “first line” response, in other words, the Service Desk
or the Expert Help Desk tries to resolve the issue. When this is not possible, the case
should be escalated to Second Line and/or Third Line teams. The dataset contains
65,533 timestamped events related to the incident management process.

3.2 Uncover facts, constraints, and assumptions

There is an announced policy of the company that most of the incidents need to be
resolved by the first line support teams (mainly service desks). This is called “Push
to Front” tactic and it is mostly a matter of efficiency. Pushing to front, allows the
2nd and 3rd line support teams to focus on their special, more demanding tasks
(usually not related to customer service support). Unless this tactic is consistently
applied a lot of “easy’, big volume cases will end up in those lines. As such, pushing
to front is an important coordinated pattern that may arise during the process
execution.

Besides pushing work towards the front, any team upon receiving a task can
either try to resolve the issue by itself or hand over the task to another team (of the
same or of another line). Handover of work is an ordinary action, however if this is
excessively used, it may have an inadmissible effect on process efficiency. Namely,
extensive handover may reveal dodging or deferring behavior. The opposite
(extensive takeover) may also reveal some undesired elements, like lack of
collaboration mentality or lack of knowledge transferring. Therefore, the inter-team
handovers may also include coordinated patterns of (social) behavior.

A special case of handover of work is when support teams send the same case to
each other again and again. We shall call this undesirable situation “Ping Pong”.
Ping Pong is also an undesirable coordinated behavior that may affect significantly
the process performance.

3.3 Establish performance indicators

Every indicator should follow some basic requirements, like representativeness,
simplicity and easiness of interpretation, feasible data collection, etc. (Franceschini
et al. 2007). Generally, each indicator refers to a specific objective, that is to say a
sort of reference point used as a basis of comparison. Indicators may originate from
a global performance measurement system of the company, but it is recommended
to define ad-hoc indicators for the specific process mining project. In this case study,
there is a single performance indicator: resolution time. However, since the focus in
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on discovering patterns that affect the primary indicator, we shall define two
secondary indicators: Push to Front and Ping Pong.

Push to Front is measured by a binary variable for each case (a case can either
push to front or not) while for the overall performance measuring the percentage of
cases that are pushing to front is enough. Since Push to Front is a desired behavior,
the greater the percentage, the better for the enterprise. Ping Pong is measured by a
numerical variable, because a case may have multiple Ping Pongs, and the amount
of Ping Pongs undoubtedly affects the resolution time. We further discuss the need
for a numerical scale in Sect. 5.2.

4 Data collection and reviewing

This phase consists of data manipulation actions. It is a time-consuming phase that
demands for data filtering, dealing with missing values, transforming representa-
tions of the variables, and adding new information to the existing dataset. Luckily,
the case study dataset has been preprocessed by its provider (Steeman 2013) in a
way that very few data manipulation actions were required. In particular: we did not
apply any filters to data, and we did not face any missing values problems.

The dataset in its original format contains a list of timestamped events. It is quite
hard to elicit patterns of behavior from within this format, since the sequencing of
events and their aggregation per case are not exploited. Therefore, the leading step
is to reach a process perspective for the dataset. Therefore, we committed data to
process format following two different perspectives (and thus creating two different
datasets)

1. Control flow-wise (trajectories of status/sub-status changes)
2. Social-wise (transactions among support teams or lines)

Finally, to enrich the dataset, we created an additional variable for the service line
where every event is performed. This information was embedded within the Support
Team variable, so we extracted the pertinent values from the original variable. If no
value for the line was logged for a support team (ST), we assumed it to be a 1st line
ST. In case that a ST spread over more than one line, we used the most front one.

5 Discovery
5.1 Discover control-flow

The control-flow perspective focuses on the control-flow, i.e., the ordering of
activities. The goal of mining this perspective is to find a good characterization of
all possible paths expressed in some process notation (Van der Aalst 2011, p. 11),
or in other words the goal is to answer the question “what does the actual process
look like?” (Bozkaya et al. 2009). The intuition of a common automated process
discovery algorithm is to scan the Event Log for sequencing patterns and then to try
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Table 1 Status and sub-status alternatives

Status Sub-status
Accepted Assigned, in progress, wait, wait-user, wait-customer, wait-implementation, wait vendor
Queued Awaiting assignment

Completed In call, resolved, closed, cancelled
Unmatched Unmatched

to aggregate them. However, many different concepts and techniques have been
proposed. The interested reader is redirected to (Van der Aalst 2011, ch. 5-6) for a
relevant discussion.

For the specific case study, control-flow refers to how the status/sub-status of a
case changes during its lifecycle. There are 13 distinct alternatives for the
status/sub-status of a case (presented in Table 1). Although the set of activities
(status changes) is small, we noticed that there are 2278 different variants of the
same process (for a dataset of 7554 cases). Out of these 2278 variants, just 88 have a
frequency higher than 100, while the dominant variant represents just a 23 % of
total cases, a fact that confirms that the process environment is highly flexible.

Since there is no strict sequencing rule, discovering an exact behavior would not
reflect the real situation, and would probably be of little importance. In general
terms, cases go from some Accepted sub-status to either a Completed sub-status or
to Queued. In the latter option, the case returns to an Accepted sub-status. A process
map is depicted in Fig. 2, where some labels for performance measures are printed.
In particular, the heavier the weight of an edge, the worst its performance. The
illustration has been created using Disco® (Fluxicon 2012) and it is a direct way to
visualize the process’ bottlenecks. The largest delays happen between Completed-
Resolve and Completed-Closed (7.2 days), Accepted-Wait User and Completed-
Resolve (5.3 days) and Accepted-Wait Implementation and Completed-Resolved
(4.7 days). It is also interesting to note that there is a meantime of 4.3 days between
the Completed-Closed status and the Accepted-In Progress status, a fact that
indicates that some cases are closed only to be re-initiated after 4-5 days.

5.2 Mine other perspectives

Besides control-flow, other common perspectives are the social or organizational
perspective (which focuses on what actors are involved and how they are related),
and the case perspective (which focuses on properties of cases). Concerning the case
study, the patterns described in Sect. 3.2 are social (organizational) patterns,
therefore our focus is on mining that perspective.

First of all, we need to evaluate the “Ping Pong” and the “Push to Front”
patterns for each case, based on the descriptions of Sect. 3.2. To this end, the
algorithms illustrated in Fig. 3 were developed. The algorithms follow the
definitions of the patterns. We recall that the definition of Push to Front in this
paper refers to the case when the 1st line support teams can resolve the service
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Fig. 3 Flow charts to evaluate the social patterns

request without interference of a 2nd or 3rd line support team. The definition of
“Ping Pong” is that a Ping Pong occurs when a support team is revisited during the
case, after it has passed the work to another team. However, we count a single Ping
Pong per support team, even if this is revisited multiple times. This definition allows
for a numeric representation of the Ping Pong behavior (a case may have multiple
Ping Pongs, yet attributed to different teams).

Figure 4 illustrates these effects for the mainstream cases (outliers, i.e., cases that
last more than 50,000 min are removed). In particular, Fig. 4a depicts what is the
difference in duration between cases that Push to Front and cases that do not. The
drawn boxes are rectangles with edges defined by the lower and upper quartiles
(25 % and 75 % respectively). The line inside the box is located at the median while
values greater than 1.5 times of the upper quartile are presented as dots. It is clear
that cases that do Push to Front are resolved quicker than cases that don’t. While for
Push to Front a binary variable is sufficient, for Ping Pong a numerical scale is
preferred. An illustrative argument for this choice is presented in Fig. 5, where we
see that it would not be fair to evaluate Ping Pong with a binary variable, since the
number of Ping Pongs has a strong effect on the process behavior. In this point we
shall remind that a Ping Pong is assigned per team, i.e., even if a pair of teams
handover their work multiple times during a case, that will still count for two (one
for each team that is revisited). Figure 4b plots a simple regression line between the
duration (in minutes) of cases and the number of Ping Pongs they contain. As
expected, both behaviors (lacking Push to Front and Ping Pong) have a negative
effect on the case duration.
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Fig. 4 The effect on case duration

5.3 Apply learning analytics

Learning analytics come in many shapes. Trying to profoundly epitomize, we can
name as learning analytics techniques that estimate relationships among variables,
determine which variables are important in predicting future values, as well as
techniques that segment the data into homogeneous groups. Casting this description
to the case study context, we observe that identifying a set of important factors is a
highly relevant question in the customer service field (Tseng and Huang 2007). In
this section, we propose techniques that would reach an answer when the focus is on
a process view. The intuition of this task is to discover the features that have a great
impact to the process flow and thus facilitate process improvement of reengineering
by detecting, listing or classifying best practices (Reijers and Mansar 2005). In
particular, we perform a discrepancy analysis for the observed behavioral variation,
as well as we try to assess the importance of factors that cause cases to Push to
Front or to Ping Pong.

5.3.1 Discrepancy analysis
Considering a case as an animating process, discrepancy measures the among-cases
variability of the cases’ life-cycle trajectories. Therefore, higher discrepancy, would

reflect a greater level of uncertainty about the path followed by the cases. In this
section, we integrate the sequence discrepancy analysis with the regression tree
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Fig. 5 Nodes are support teams and arrows show the handovers of work. A numerical scale for the Ping
Pong behavior is preferable. The illustrations have been created using Disco® (Fluxicon 2012)

method introduced in Studer et al. (2011). The intuition of this regression tree
method is the following: start with all cases grouped in an initial node. Then,
recursively partition each node using values of another variable. At each node, the
variable and the split are chosen in such a way that the resulting child nodes differ as
much as possible from one another or have, more or less equivalently, lowest
within-group discrepancy. The process is repeated on each new node until a certain
stopping criterion is reached.

An apparent barrier to the application of the above method is that it is not
straightforward to calculate the “mean” trace. Therefore, the discrepancy (variance)
of the traces will be defined from their pairwise dissimilarities. Perhaps the most
popular dissimilarity measure used for sequence analysis is the generalized
Levenshtein distance. It is defined as the lowest cost of transforming one sequence
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Fig. 6 Discrepancy analysis for cases lifecycle trajectories

into the other by means of state insertions—deletions and state substitutions.
However, we still need to find a way to gauge the contribution of each instance to
the overall variance. To this end, we exploit the generalization of the Ward criterion
(Batagelj 1988). In particular, Batagelj (1988) introduced the notion of a gravity
center of a set of sequences and proposes a formula to calculate the distance of any
sequence from it. This proposition allows the calculation of metrics like the sum of
squares of these distances and the residual within the sum of squares. Based on this
fact, and following the ANOV A mindset, Studer et al. (2011) introduced a metric to
measure the part of the discrepancy that is explained by differences in group
positioning (and they call it pseudo-R*) and a metric to compare the explained
discrepancy to the residual discrepancy (they call it pseudo-F).

To build the regression tree, we use the pseudo-R” as a splitting criterion (we
choose to split based on the variable that yields the highest R?). As a stopping
criterion, we trust the pseudo-F significance. In other words, we no longer split a
branch as soon as we get a non-significant F (considering a p-value of 0.05) for the
selected split. For the implementation of this method, we used the TraMineR
(Gabadinho et al. 2011) package of R.

We examined the role of just two predictors (Push to Front and Ping Pong), and
as illustrated in Fig. 6, these two social patterns alone explain approximately 30 %
of the total discrepancy. Both of them result in clustered behaviors. In particular, the
first split is among cases that Ping Pong or not (0 and greater than 0). Cases of the
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later category (no Ping Pong) last significantly less and visit a lot less frequently the
“Queued” status. At the second level, the leftmost split is among cases that Push to
Front (>0) and not (0). We regard that cases that Push to Front reach a
“Completed” status earlier, and that their average duration is smaller. The rightmost
split is again based on the Ping Pong behavior, but this time the critical value is two.
Cases that Ping Pong more than twice spend an important percentage of their
lifetime in a “Queued” status, and are naturally prolonged.

5.3.2 Detecting the factors’ importance

In the previous section we elaborated on learning the role of Ping Pong and Push to
Front to the variation of the process. In this paragraph, we try to discover what are
the factors that affect these coordinated patterns. To this end, we propose to use a
tree-based method. The basic reason that favored this choice is that tree-based
methods are more easily interpreted by non-experts. However, a drawback of trees
is their accuracy level, since they suffer from high variance. Therefore, in order to
create a more powerful and robust model, we propose to use Random Forests (RF)
(Breiman 2001). The basic idea of RF is that they grow a number of decision trees
on bootstrapped training samples. During the creation of every tree, and every time
a split is considered, a random set of characteristics (predictors) is used. There are a
number of reasons why Random Forests are expected to deliver better results. First
of all, since the new dataset is only a subset, it is likely that the number of records it
contains is small. RF are more suitable for this kind of problems (small number of
records with respect to the number of predictors). Then, by considering different
characteristics for every split, RF can deal with high-order interactions and
correlated characteristics (Strobl et al. 2008). Moreover, through RF, it is possible
to obtain a summary of the importance of each characteristic (how significant it is
for the branching decisions) using the Gini index (for classification trees) or the RSS
(for regression trees).

More specifically, since we have a numerical scale for Ping Pong, we grow a
regression tree, using seven factors as predictors: the existence of the Push to Front
behavior, the Support Team (ST) where the case was initiated (we kept just the top
30 of STs, using “other” for the rest), the Country of the ST, the code of the Product

PushtoFront o toplnitialST o
toplnitialST o PushtoFront o
Country o Country )

topProduct o topProduct o

InitialOrg o InitialOrg o

Impact o Impact o
InitialLine | o InitialLine | o
26 46 66 86 160 6 560 1(;00 1500 2600 25‘00
Mean decrease in accuracy Node Purity

Fig. 7 Variable importance with respect to the Ping Pong behavior
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(again we kept just the top 30 ones), the Organization Line where the case was
initiated, the Impact of the incident, and the Line of the ST (1st, 2nd or 3rd). We
measure the importance of factors with two ways: The first calculates the mean
decrease of accuracy in predictions when the corresponding variable is left out of
the model (leftmost case of Fig. 7), and the second considers the total decrease in
node impurity that results from splits over the corresponding variables. As Fig. 7
shows, the top three factors that lead to extended Ping Pong is the Push to Front
tactic, the ST where the incident handling was initiated and its Country.

As far as it concerns the Push to Front behavior, we grow a Random Forest of
classification trees to assess the variables’ importance. A typical way to evaluate the
importance is the Gini index, which is actually a measure of total variance across all
classes. Nevertheless, the Gini index has been criticized as a tool to asses the
importance of characteristics because it is biased in favor of continuous variables
and variables with many categories. Therefore, we follow a permutation scheme, as
proposed in Strobl et al. (2007). The basic idea of employing permutation tests, is
that if the variable is not important (the null hypothesis), then rearranging the values
of that variable will not degrade prediction accuracy. Following this method (which
yields an accuracy of 89.54 %) Country appears to be the most important factor,
followed by the Product code.

In the previous Sects. 5.3.1, 5.3.2 we applied techniques to fathom the process
behavior. The same techniques can be used to predict future outcomes and trends
(Predictive Analytics). The most common situations are predicting group member-
ship, predicting a future value, and predict relevant conditions. However, this kind
of analysis is not included in this work, due to lack of relevant data.

6 Decision aid

Decision aid is about “providing decision makers with the most favorable
conditions possible for the type of behavior which will increase coherence between
the evolution of the process, on the one hand, and the goals and/or systems of values
within which these actors operate on the other” (Roy 1994). There are some basic
actions contributing to this mission. We shall dedicate the following paragraphs to
briefly describe them.

6.1 Evaluate results

Evaluating results involves reviewing them to determine whether they are still tied
to the original questions, whether they meet the business objectives, and assess the
business value they deliver. In case that the business objectives are not met, the
analysts should report the reasons of the decline.

Considering the primary objective (resolution time), results are clearly targeted,
revealing either paths that slow down the process (Fig. 2), or correlations of
resolution time with behavioral patterns (Fig. 4), or even a view of variation of the
life-cycles (Fig. 6). Concerning the secondary objectives, with respect to Ping
Pong, results suggest an important finding, since now the company can focus on
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specific factors (Push to Front, Support Team, and Country) and look for assignable
causes. As long as for the Push to Front pattern, the knowledge gain is again
important, since by focusing on the Product factor we can spot the products that
display strong Push to Front behavior and the ones that don’t. Based on these
results, we can provide perceptive recommendations (described in the next
paragraph).

6.2 Determine organizational readiness and provide recommendations

Effective assessment of the organization readiness should result a smooth transition
and an increased user satisfaction with the proposed changes. Unfortunately, for this
case study, we did not have access to relevant information (e.g., are process
stakeholders willing to reinforce and reward positive teamwork behaviors? Are they
willing to allow time for personnel to attend training?), therefore this step is
skipped, while the following recommendations are not aware of any corporate
particularities (probably existent, yet not available).

Following the evidence of the previous sections, and to deal with the Ping Pong
effect, we shall recommend focusing on STs. This way we can detect that 80 % of
the total Ping Pongs is due to less than 5 % of the STs. STs with extended Ping Pong
behavior can thus be identified, enabling the company to take perceptive actions. By
focusing on the Country factor, we regard that the largest average of Ping-Pongs per
case belongs to the Netherlands (4.7 per incident) or that most Ping-Pongs happen
within Belgium (with an average of 1.66 per incident). This knowledge facilitates
the company to go deeper and look for the reasons that these specific countries are
prone to Ping-Pong.

Moreover, to stimulate the Push to Front behavior, a possible response policy
could be to assign Product codes that perform low on Push to Front directly to other
lines, or to train the service desk (1st Line) specific for these products, or even to
create a knowledge sharing mechanism that will capture solutions specific to those
product codes. Focusing on the Country factor, we regard for instance that Poland
and USA are countries that are Pushing to Front while India has the worst
performance. This piece of information should make the company aware and drive
it to search concretely for the reasons (e.g., is it a matter of poor training or cultural
differences?). Assuming, that we are willing to trade-off accuracy performance for
more direct interpretation, it is possible to grow a single classification tree and get a
number of ’rules’ that can classify/predict Push to Front. Such an output would
allow for rule-based process monitoring and support the timely investigation of
undesired patterns (Caron et al. 2013).

6.3 Deployment
Deployment for this methodology has the meaning of providing decision aid by
participating in the final decision legitimization (Roy and Damart 2002). In

particular, the analyst should be able to enlighten and scientifically accompany
decision-making notably (Roy 1993):
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— by making the objective stand out more clearly from the less objective (the
entire methodology has an evidence-based mentality)

— by separating robust from fragile conclusions (we applied a robust classification
technique to explain the factors affecting the behavior and to deliver a predictive
model for undesired behaviors)

— by avoiding the pitfall of illusory reasoning and by emphasizing incontrovertible
results (the effect of every variable can be pointedly exhibited).

7 Conclusions

In this work we presented a dedicated approach based on process mining to guide
the implementation of process analytics projects. We explored a real case study with
the goal to provide insights to this implicit business process and to raise the
capability of the company to handle service requests. This work demonstrated that a
process perspective generates knowledge gains since ordinary data analysis methods
may miss salient information of event based data sets. Our methodology was
capable to detect how some social-wise patterns (behaviors) are related with
performance and provide insights about the factors that shape these behaviors.
Ultimately, the proposed methodology exemplifies how business decisions and
process analysis can benefit from the analytical capabilities of a process mining
approach.

We avoided to convey the methodology as a standard framework, since the
following limitations are acknowledged: The phases include sets of generic actions.
Such actions do not necessarily suggest specific techniques. For example, we do not
make any particular recommendations about the diagnostic techniques for
determining business objectives or defining the project’s scope. Likewise, we do
not provide recommendations about selecting specific process mining techniques.
Yet, that would be a very interesting step for future improvement, since the
usefulness of a mining technique decidedly depends on the available data, domain
knowledge, expertise, business culture, and the objectives of the project. Moreover,
the methodology does not include any mapping technique to match the deliverables
with the business objectives, namely to assure that the delivered analytics best
support the project’s goals. It is out of the scope of this work, but very relevant for
future enhancements to add any monitor and control over time functions for the
effectiveness and efficiency of the solutions. Finally, the methodology evolved and
has been validated through a case study. Future work would target additional
validation methods. One way is to collect evidence and to check for realizations of
the indicated actions in other applications. A different way is to rely on expert
judgement for a more qualitative evaluation to competently meet the challenges of
process analytics projects.
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Abstract: The MUSA method is a collective preference disaggregation approach
following the main principles of ordinal regression analysis under constraints using
linear programming techniques. The method has been developed in order to
measure and analyse customer satisfaction and it is used for the assessment of a
set of marginal satisfaction functions in such a way that the global satisfaction
criterion becomes as consistent as possible with customer’s judgments. The main
objective of the method is to assess collective global and marginal value functions
by aggregating individual judgments. This study evaluates different extensions of
the MUSA method with the introduction of additional constraints in the basic
linear programming formulation of the method. These constraints concern special
properties for the assessed average indices and additional customer preferences
about the importance of the criteria and they may be modelled as multiobjective
linear programming problems. The main aim of the study is to show how the
introduction of these additional constraints and information may improve the
stability of the estimated results. An illustrative example is presented in order to
show the applicability of this approach.
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1 Introduction

The MUSA (MUIlticriteria Satisfaction Analysis) method is a preference
disaggregation model for measuring and analysing customer satisfaction
(Grigoroudis and Siskos, 2002, 2010). It follows the principles of ordinal
regression analysis and aims at evaluating the satisfaction level of a set of
individuals (customers, employees, etc.) based on their values and expressed
preferences.

The philosophy of preference disaggregation in multicriteria analysis is to
assess/infer preference models from given preferential structures and to address
decision-aiding activities through operational models (Siskos et al., 2005). In this
context, the MUSA method uses linear programming technigues in order to assess
a set of marginal satisfaction functions in such a way that the global satisfaction
criterion becomes as consistent as possible with customers’ judgments.

Considering that the MUSA method is based on a linear programming (LP)
modelling, the problem of multiple or near optimal solutions appears in several
cases. This has an impact on the robustness of the provided results. The quality of
collected data and the incapability to interact with customers complicates the task
of finding stable solutions. In addition, there might be a gap between the decision-
maker’s “true” model and the model resulting from the disaggregation
computational mechanism as noted by Siskos et al. (2005).

The problem of robustness analysis in multicriteria decision aid (MCDA)
models has gained significant attention during recent years. As emphasised by Roy
(2010), robustness may be considered as an enabling tool for decision analysts to
resist the phenomena of approximations and ignorance zones. However,
robustness should also refer to the results and the decision support activities (e.g.
conclusions, argumentation). In the particular area of ordinal regression analysis,
several approaches have been proposed, using LP as the main inference
mechanism, such as UTA-GMS (Greco et al., 2008), GRIP (Figueira et al., 2009),
and RUTA (Kadzinski et al., 2013). A detailed discussion of robustness analysis
in the context of ordinal regression may be also found in Greco et al. (2010),
Kadzinski et al. (2012), and Corrente et al. (2013).

In the MUSA method, robustness is considered as a post/near-optimality
analysis problem, especially on the form and the extent of the polyhedron of the
feasible solutions, where the observed variance in the post-optimality step
indicates the degree of instability of the final results. In this study we follow the
general methodological framework for managing robustness proposed by Siskos
and Grigoroudis (2010), which consists of the following steps: (a) infer a
representative additive value model, (b) develop a robustness measure, (c) examine
alternative rules of robustness analysis (e.g., addition preference judgements), if
the robustness measure form step (b) is not satisfactory.

In this context, there are several ways to overcome potential stability
problems and increase the robustness of the MUSA results. For example,
customers may be asked to give additional information (e.g., information about the
importance of the criteria along with the usual satisfaction questions) or additional
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constraints may be introduced in the basic LP of the method taking into account
desired properties of the estimated collective preference system. All these
approaches are able to reduce the polyhedron of the feasible solutions. Several
studies have shown that the introduction of additional information or constraints
in ordinal regression models increases the stability of the final results (Greco et al,
2008, 2010; Corrente et al., 2012, 2013). A different approach based on a set of
compatible preference models is presented by Angilellaetal. (2014). They propose
the MUSA-INT method as a generalised approach that takes also into account
positive and negative interactions among criteria, and considers a set of utility
functions representing customers' satisfaction. In this context, different customer
satisfaction profiles may be evaluated using the set of compatible value functions.

This study evaluates different extensions of the MUSA method with the
introduction of additional constraints in the basic LP of the method. In particular,
a customer satisfaction survey may include, besides the usual performance
guestions, preferences about the importance of the criteria. Using such questions,
customers are asked either to judge the importance of a satisfaction criterion based
on a predefined ordinal scale, or rank the set of satisfaction criteria according to
their importance. All these performance and importance preferences are modelled
using LP techniques in order to assess a set of marginal satisfaction functions in
such a way that the global satisfaction criterion and the importance preferences
become as consistent as possible with customer’s judgments.

Furthermore, the LP formulation of the method gives the ability to consider
additional constraints regarding special properties of the assessed model variables.
An interesting type of such constraints concerns additional properties for the
assessed average indices, which include:

a. Average satisfaction indices (mean value of the global and marginal value

functions) that can be considered as the basic performance norms.

b. Average demanding indices, which indicate customers’ demanding level

and represent the average deviation of the estimated value functions from
a “normal” (linear) function.

The main aim of the study is to show how, by incorporating these additional
constraints in the LP of the original MUSA method, the stability of the estimated
results may be improved. The proposed approach is modelled as a multiobjective
linear programming (MOLP) problem, while different stability and fitting
measures have been used in order to analyse and compare the provided results. It
should be noted that given the LP formulation, the MUSA method is rather
flexible, allowing to examine several extensions.

The rest of this paper is organised into five sections. Section 2 presents briefly
the basic principles of the MUSA method, as well as the post-optimality analysis
and the robustness measures. Section 3 is devoted to the modelling of additional
constraints in the basic LP of the MUSA method (special properties for the
assessed average indices and additional customer preferences about the importance
of the criteria). Section 4 proposes an extension of the MUSA method and presents
a heuristic approach for solving the formulated MOLP problem. A simple
illustrative example in order to evaluate the reliability of the results and
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demonstrate the applicability of the proposed approach is given in section 5.
Finally, section 6 discusses some concluding remarks, as well as future research in
studying the robustness analysis of the MUSA method.

2 MUSA method

2.1 Mathematical development

The MUSA method is a multicriteria preference disaggregation approach that
provides quantitative measures of customer satisfaction. It considers the qualitative
form of customers’ judgments (Siskos et al., 1998; Grigoroudis and Siskos, 2002)
and its main objective is the aggregation of individual judgments into a collective
value function assuming that customer’s global satisfaction depends on a set of n
criteria or variables representing service characteristic dimensions.

MUSA assesses global and partial value (satisfaction) functions Y~ and X/
given customers’ judgments about their global satisfaction Y and their satisfaction
with regard to the set of discrete criteria X, . The main objective of the method is

to achieve the maximum consistency between the value function Y~ and the
customers’ judgments Y .

The method follows the principles of ordinal regression analysis under
constraints using LP techniques (Jacquet-Lagréze and Siskos, 1982; Siskos and
Yannacopoulos, 1985; Siskos, 1985). The ordinal regression analysis equation
with the introduction of a double-error variable has the following form:

Y” =Zn:biXi* -0 +0

oo @
S

i=1

where the value functions Y™ and X, are normalised in the interval [0,100], b; is

the weight of the i-th criterion, and o and o~ are the overestimation and the
underestimation errors, respectively.

According to the aforementioned definitions and assumptions, the customers’
satisfaction evaluation problem may be formulated as a LP in which the goal is the
minimisation of the sum of errors under the constraints:

a. ordinal regression equation (1) for each customer,

b. normalisation constraints for Y™ and X, in the interval [0,100], and

c.  monotonicity constraints for Y™ and X; .

In order to decrease the computational effort required for optimal solution
search, a set of transformation variables can be introduced in the model. These
transformation variables represent the successive steps of the value functions Y~
and X, and their introduction reduces the size of the previous LP (Siskos and
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Yannacopoulos, 1985; Siskos, 1985). The transformation equation can be written
as follows (see also Figure 1):
{zmzy”m”—y*m for m=12,....a—-1 @
w, =bx "t —bx* for k=12,...,¢, -1 and i=12,...,n
where y™ is the value of the y™ satisfaction level, x™* is the value of the x

1
satisfaction level, and « and ¢; are the number of global and partial satisfaction
levels.
According to the aforementioned definitions and assumptions, and by
introducing the z,, and w, variables, the basic LP of the MUSA method can be
written as follows:
M

[Min]F =Y o, +0;
j=1

subject to

n -1

i
> w, —YZZm —o+o; for j=12,...,M
m=1

i=1 k=1

a-1 (3)
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Figure 1. Transformation variables zn and wik in global and partial value functions
(Grigoroudis and Siskos, 2010)

where M is the number of customers, and y’ and x’ are the j -th level on which
variables Y and X, are estimated (i.e., global and partial satisfaction judgments
of the j-th customer).

The principles and the main methodological framework of the MUSA method
have been developed by Siskos et al. (1998) and Grigoroudis and Siskos (2002),
while a discussion and a more detailed presentation of the method may also be
found in Grigoroudis and Siskos (2010).

ai

2.2 Post-optimality analysis

A post-optimality analysis stage is also included in the MUSA method in order to
face the problem of multiple or near optimal solutions. Considering that the method
is based on LP modelling, post-optimality analysis can give insight about the
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stability of the provided results. The MUSA method applies a heuristic method for
near optimal solutions search, which is based on the following (Siskos, 1984;
Siskos and Grigoroudis, 2010):

a. In several cases, the optimal solutions are not the most interesting, given
the uncertainty of the model parameters.

b. The number of the optimal or near optimal solutions is often huge, and
therefore an exhaustive search method (reverse simplex, Manas-Nedoma
algorithms) requires a lot of computational effort.

The final solution is obtained by exploring the polyhedron of near optimal
solutions, which is generated by the constraints of the previous LP (see Figure 2).
During the post-optimality analysis stage of the MUSA method, n LPs (equal to
the number of criteria) are formulated and solved. Each LP program maximises the
weight of a criterion and thus the solutions give the internal variation of the weight
of all criteria, and consequently give an idea of the importance of these criteria in
the decision-maker’s preference system (Siskos et al., 2005).

The post-optimality analysis LP has the following form:

a;-1
[min]F':Zwik for i=12,...,n
k=1
subject to (4)
F<F +¢
all the constraints of LP(3)

where F~ is the optimal value of the objective function of LP(3) and ¢ is a small
percentage of F~.

The average of the optimal solutions given by the n LPs(4) may be
considered as the final solution of the problem. In case of instability, a large
variation of the provided solutions appears and the final average solution is less
representative.

Polyhedron of near optimal solutions

F=F +¢

\4
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Figure 2. Post-optimality analysis (Jacquet-Lagreze and Siskos, 1982)

2.3 Average fitting and stability indices

The fitting level of the MUSA method refers to the assessment of a preference
collective value system (value functions, weights, etc.) for the set of customers
with the minimum possible errors. Therefore, the optimal values of the error
variables indicate the reliability of the value system that is evaluated.

Several fitting measures may be used depending on the optimum error level
and the number of customers. Grigoroudis and Siskos (2002) propose the
following simple average fitting index AFl;:

-
100M
where F~ is the minimum sum of errors of the initial LP(3).
AFI; is normalised in the interval [0,1], and it is equal to 1 if F* =0, that is

when the method is able to create a preference value system with zero errors. On
the other hand, AFI; takes its worst value only when the pairs of the error variables
o' and o~ take the maximum possible values.

An alternative fitting indicator is based on the percentage of customers with
zero error variables. This means that, for these customers, the estimated preference
value systems fits perfectly with their expressed satisfaction judgments. This
average fitting index AFI; can be assessed as follows:

AFI, =—2 (6)

AFI, =1— (5)

where M, is the number of customers with " =~ =0.

The previous fitting indicators are rather simple and can be easily calculated.
However, they present several disadvantages. For example, AFl; may rarely take
small values, since usually F~ <100M because it is unreasonable for all the error
variables in a regression-type model to have their maximum possible values, i.e.,

o' +o =100 Vj. For this reason, AFI; usually overestimates the fitting ability

of the MUSA method. On the other hand, AFI, examines only the existence of non-
zero errors, without taking into account the values of these error variables.
Therefore, in several cases AFIl, underestimates MUSA’s fitting level.
Additionally, the values of AFl, may not give a reliable indication for the overall
fitting ability of the MUSA method, since a small (or high) value of AFI, does not
imply a respective small (or high) sum of errors.

Another fitting indicator which overcomes these disadvantages is proposed
by Grigoroudis and Siskos (2010). This indicator examines separately every level
of global satisfaction, and calculates the maximum possible error value for each

one of these levels. As shown in Figure 3, for the estimation of y™, 0<y™ <100

holds and thereby, the maximum overestimation o and underestimation o~
errors are 100—y™ and y™, respectively. Thus, the overall maximum error for
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every global satisfaction level is the maximum of the previous expressions. Based
on this approach, the average fitting index AFIl; can be calculated according to the
following formula:

*

AFl, =1-—— F (7)

M>" p"max{y™,100-y"}
m=1

where p™ is the frequency of customers belonging to the y™ satisfaction level.

100

*m

*2

0 R R
y y y y
Figure 3. Maximum error values for the m-th global satisfaction level (Grigoroudis and Siskos,

2010)

O

AFls is actually an alternative formulation of AFIly, which takes into account
the maximum values of the error variables for every global satisfaction level, as
well as the number of customers that belongs to this level. Although AFI; appears
more reliable, all of the aforementioned average fitting indicators are highly
affected by potential inconsistencies in customer satisfaction judgments.
Therefore, the examination of all these indices may give a more complete view for
the fitting ability of the MUSA method.

Regarding robustness analysis, as already mentioned, the MUSA method
consists of a post-optimality analysis stage. During this post-optimality stage, n
LPs are formulated and solved, which maximise repeatedly the weight of each
criterion. The mean value of the weights of these LPs is taken as the final solution,
and the observed variance in the post-optimality matrix indicates the degree of
instability of the results. Thus, the mean value of the normalised standard deviation
of the estimated weights can be used as an average stability index (ASI) of the
method:

iy Jni(b:f—(ib:j
Asl=1-=% 1= —

ns 1004/n-1 ®)
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where b’ is the estimated weight of the i-th criterion in the t-th post-optimality

analysis LP.
ASI is normalised in the interval [0,1], and when this index takes its maximum

value, then ASI =1<b'=b, Vit (where b; is the final estimated weight for
criterion i). On the other hand, if ASI takes its minimum value, then:
|1 ifi=t
ASI =0<b = L. . Vit
0 ifi=t

Grigoroudis and Siskos (2010) discuss additional stability measures in the
context of the MUSA method. For example, the range of the weights during post-
optimality analysis is also able to provide valuable information for the robustness
of the provided results. These ranges may give a confidence interval for the
estimated weights, and can identify possible competitiveness in the criteria set, i.e.,
the existence of certain customer groups with different importance levels for the
satisfaction criteria.

2.4 Results of the MUSA method

The estimated value/satisfaction functions are the most important results of the
MUSA method, considering that they show the real value, in a normalised interval
[0,100], that customers give for each level of the global or marginal ordinal
satisfaction scale. The form of these functions indicates the customers’ degree of
demanding. Furthermore, the assessment of a performance norm, globally and per
satisfaction criteria as well, may be very useful in customer satisfaction analysis
and benchmarking. The average global and partial satisfaction indices, S and S, ,
respectively, are used for this purpose, and may be assessed according to the
following equations (see also Figure 4):

1002 Py

‘ * for i=1,2,.
| loozpl i

where p™ and p/ are the frequencies of customers belonging to the y™ and x
satisfaction levels, respectively. The average satisfaction indices are basically the
mean values of the global or partial value functions and they are normalised in the
interval [0,100%] .

(9)
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Figure 4. Assessing average satisfaction indices (Grigoroudis and Siskos, 2010)

Y or X;

Other important results of the MUSA method refer to the average global and
partial demanding indices, which represent the average deviation of the estimated
value curves from a “normal” (linear) function. These indices are normalised in
the interval [-1,+1] and reveal the demanding level of customers. They are

assessed based on the following formulas:

az(100(m—1) ~ y*m)

D = m=L a-1
- “lm-1
100 ——
mzz‘{a—l

l[lOO(k—l) i j

for a>2

(10)

= =1
D, == 02_71 - for «>2 and i=12,...,n
100y =
a o —1

where D and D, are the average global and partial demanding indices,
respectively.

Grigoroudis and Siskos (2002) note that these indices represent the average
deviation of the estimated value curves from a “normal” (linear) function (Figure
5), and distinguish the following possible cases:

a. D=1 or D, =1: customers have the maximum demanding level.

b. D=0 or D, =0: this case refers to the neutral customers.
c. D=-1or D, =-1: customers have the minimum demanding level.

Demanding indices are used in customer behaviour analysis. They may also
indicate the extent of company’s improvement efforts: the higher the value of the
demanding index, the more the satisfaction level should be improved in order to
fulfil customers’ expectations
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100(m -1)
o-1
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104

y

Figure 5. Assessing average demanding indices (Grigoroudis and Siskos, 2010)

3 Modelling additional information and properties

Although several extensions of the MUSA method have been proposed (see
Grigoroudis and Siskos, 2010 for a comprehensive review), in this section, two
cases of modelling additional information and properties in order to improve the
robustness of the MUSA results are examined. The first refers to the desired
properties of the collective preference system (i.e., additional properties for the
assessed average indices), while the second case concerns customer preferences
on satisfaction criteria importance

3.1 Desired properties of model variables

As already noted, the LP formulation of the MUSA method gives the ability to
consider additional constraints regarding special properties of the assessed model
variables. One of the most interesting extensions concerns additional properties for
the assessed average indices.

In the case of average satisfaction indices, which are considered as the main
performance indicators of a business organisation, a reasonable approach is to
assume that the global average satisfaction index S is an aggregation of the partial
average satisfaction indices S, . If a weighted sum aggregation formula is used,

then the following property occurs:
S=2hS, =Y p"y"=>h > pix* (1)
i=1 m=1 i=1 k=1

Taking into account the transformation variables z, and w, , the previous
formula (11) can be rewritten as follows

a m-1 n_ g k-1
PILDREDIN PR (12)
m=2 t=1

i=1 k=2 t=1
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Similarly, a weighted sum formula may be assumed for the average
demanding indices:

D=YbD (13)

Formula (13) can be rewritten in terms of the MUSA variables z,, and w,
using equations (2) and (10):

a-l m-1
Z(lOO(m D)= (a-1)). th
m=1 t=1 _
ala-1) _izzll a, (o, -1
Equations (12) and (14) may be easily introduced as additional constraints in
the basic LP of the MUSA. However, such constraints should be used carefully,
since their form does not guarantee a feasible solution of the LP, especially in case
of inconsistencies between global and partial satisfaction judgments. For this

reason, these constraints may be rewritten using a goal programming formulation.
Using a double error variable for each constraint, the following formulas occur:

t=1

n ai[(k D> w, (4 —1)Zvvnj
k=1 t=1 (14)

ip’“m_lzt Y p S w e e
a( al )az(loom N (a- 1)sz (15)
Z”: (1 1)%21((k 1)2 (ogi—l)ZWn]—eg+ed

where e and e, are the respective overestimation and underestimation errors of

the constraints on the desired properties of S, and e; and e, are the respective

overestimation and underestimation errors of the constraints on the desired
properties of D.
Constraints (15) can be easily modelled in a mathematical programming

framework as constraints, minimising simultaneously the sum of the errors e, e
, &, ,and e, .

3.2 Preferences on criteria importance

As already mentioned, a customer satisfaction survey may include, besides the
usual performance questions, preferences about the importance of the criteria.
Using such questions, customers are asked either to judge the importance of a
satisfaction criterion using a predefined ordinal scale, or rank the set of satisfaction
criteria according to their importance (Grigoroudis and Siskos, 2010).

In any case, in order to model such importance judgements, each one of the
satisfaction criteria should be assigned in a predefined ordered importance
category (e.g., very important, important, less important). Assume a set of g such
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importance classes C.C,....C,, where C, is the most important criterion class
and C, isthe less important criterion class. Considering that C, , with h=12,...,q

, are ordered in a 0-100% scale, there are g—1 thresholds, which define the rank

and, therefore, label each one of these ordered categories.
Figure 6 presents these thresholds T, (h=12,...,q-1) and the

aforementioned importance classes.

Cq Cq1 Cn C. C.
0 J 0 o 0 J 0 0 0 J 0
| e e o e I = |

0% Toa To2 Th Tha T, T, 100%
Figure 6. Preference importance classes (Grigoroudis and Spiridaki, 2003)

Based on the previous modelling, the evaluation of the preference importance
classes C, is similar to the estimation of thresholds T, . An ordinal regression
approach may also be used in order to develop the weights estimation model. Using
the notation of the MUSA method and assuming that 6". is the preference of

customer j about the importance of criterion i, the following cases may occur
(Grigoroudis and Spiridaki, 2003):

a. If Bij e C,, that is customer j considers criterion i as the most important,
then:

o;-1
> W, —100T, -5 +s; >0
k=1

b. If 6”. e C,,, that is customer j considers criterion i in the importance class
h (h=23,...,q-1), then:

;-1
D w, —100T, ,+5—s; <0
k=1

;-1
> w, —100T, =5 +s; >0
k=1
c. If Bij eC,, that is customer j considers criterion i as the least important,
then:
a;-1

D W, —100T, , +5-s; <0
k=1
In the previous formulas, Si}
underestimation error, respectively, for the j-th customer and the i-th criterion.
Also, ¢ is a small positive number, which is used in order to avoid cases where
bij =T, Vh.Inaddition, using the MUSA variables, criteria weights are calculated

and SiJT are the overestimation and

using the following formula:
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a;-1

> w, =100 (16)
k=1

Finally, a minimum value may be assumed for the thresholds T, in order to

increase the discrimination of the importance classes. Thus, the following
conditions occur:

T,,24

a-1 =

Tq_z -T,24 17)

T-T,>4
where A is a positive number with 1 <100/n, since the maximum value that A
may take cannot exceed the criteria weights (if they are all of equal importance).
Based on the previous notations and assumptions, the estimation of criteria
weights may be modelled through a LP which minimises the sum of s; and s;

under the following constraints:
o;-1

> w, —100T, -5 +s; 20 if b, €C,
k=1

;-1

> w, —100T, , +5—s; <0
k= if b, eC,, h=2,3,...,q-1{Vi,]

a;-1
D w, —100T, =5 +s; >0
k=1 (18)

1 1 .
w, ~100T, , +6 s, <0 if b, eC,
1

k=:

T, 24

T,,—-T,=24 for h=23,...,0-1
Wy, S;,S; 20 Vi, j,k

A detailed presentation and discussion of the previous weights estimation
model may be found in Grigoroudis and Spiridaki (2003) and Grigoroudis et al.
(2004), including some real-world applications.

4 Extension of the MUSA method

Taking into account the previous modelling, which refers to the desired properties
of the collective preference system and the customer preferences on the importance
of the satisfaction criteria, an extension of the MUSA method may be modelled as
a MOLP problem:
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M
[Min]F =) o7 +0;

j=1
[min]F, = Zn:is,j +5;

i=1 j=1
[min]F, =e; +e, +e; +e,
subject to
all the constraints of LP(3)
constraints (15)
constraints (18)

(19)

+ - ot o-
O-j !Gj ,Si-,sij,

Usually the competitive nature of the multiple objective in MOLP problems
does not allow to find a solution that optimises all objective functions. This
competiveness may be observed in the proposed model particularly if there are
inconsistencies between satisfaction performance and satisfaction importance
judgments, as directly expressed by customers.

MOLP (19) may be solved using any MOLP technique (e.g. compromise
programming, global criterion approach, etc.). Here, a heuristic approach based on
a lexicographic concept is applied, consisting of the following steps.

+ A~ At A- 5o
e,e.,e;,e; Vi, j

Step 1
Minimise the sum of the errors o and o by solving the following LP:

M
[min]lF =Y o7 +0;
=L

subject to (20)
all the constraints of MOLP(19)

Step 2
Minimise the sum of the errors s; and s; by solving the following LP:

[min]F, = Zn:is,j +5;

i=1 j=1
subject to (21)
F<F +g
all the constraints of MOLP(19)
where F” is the optimal value of the objective function of LP(20) and &, isa
small percentage of F".
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Step 3

Misimise the sum of errors e, e, , e, , and e, by solving the following LP:
[min]F, =e; +e, +e; +e,

subject to

F<F +g (22)
F,<F, +&,

all the constraints of MOLP(19)

where F, is the optimal value of the objective function of LP(21) and ¢, isa
small percentage of F, .

Step 4
Perform stability analysis by formulating and solving n LPs, where each one
maximises the weight of a criterion:

;-1

[max]F':Zwik for i=12,...,n
k=1

subject to
F<F +g (23)
F,<F, +¢,

Fo.<F,+&

all the constraints of MOLP(19)
where F, is the optimal value of the objective function of LP(22) and ¢, is

a small percentage of F, .

Similarly to the basic MUSA method, the final solution is calculated as the
average of the optimal solutions given during the post-optimality analysis stage.

The objective function of the basic MUSA model is chosen to be optimised
in the first step of the proposed procedure, considering that it is most important to
produce a model as consistent as possible with the customers’ performance
judgments. In the second step, the procedure optimises the objective function of
the weights estimation model, implying that the next important optimality criterion
refers to inferring a preference model as consistent as possible with the customers’
importance judgments. The additional desired properties of the MUSA variables
are considered as the less important optimality criterion, thus in the last step, the
objective function of the model referring to the desired properties of S and D is
chosen to be optimised. This assumed importance of the optimality criteria in the
proposed lexicographic approach may be modified. For example, the order of steps
2 and 3 can be reversed, taking into account an alternative importance given to the
two objective functions, as well as the stability and fitting level that the produced
results achieve.
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In any case, it should be emphasised that the main purpose of the proposed
extension is to examine whether additional information about the weights of the
criteria and additional constraints regarding the desired properties of S and D can
improve the results of the MUSA method.

5 Numerical example

An illustrative simple example is presented in this section in order to examine
whether the different extensions of the MUSA method can improve the fitting and
the stability level of the results.

In this example, it is assumed that 20 customers have participated in a
customer satisfaction survey expressing their satisfaction performance and
importance judgments. It is also assumed that customers’ global satisfaction
depends on three main criteria. In addition, it is assumed that customers are asked
to express their satisfaction using a 3-level ordinal scale (very satisfied, satisfied,
dissatisfied) and their preferences about the importance of the criteria using a
similar 3-level ordinal scale (very important, important, unimportant). It should be
noted that this dataset is used to illustrate the implementation of the extensions of
the MUSA method, although the number of satisfaction criteria, the length of the
evaluation scales, and the number of customers are larger in real-world
applications.

Table 1 shows the customer performance judgments (globally and per
criterion, while importance judgements for the examined set of 20 customers are
given Table 2.

Table 1. Customer performance judgments

Customer #  Global Criterion 1 Criterion 2 Criterion 3
1 Satisfied Satisfied Very Satisfied  Very Satisfied
2 Satisfied Dissatisfied Satisfied Very Satisfied
3 Satisfied Dissatisfied Very Satisfied  Satisfied
4 Very Satisfied ~ Very Satisfied  Very Satisfied  Very Satisfied
5 Very Satisfied ~ Very Satisfied  Very Satisfied  Very Satisfied
6 Satisfied Very Satisfied  Satisfied Satisfied
7 Satisfied Satisfied Very Satisfied  Very Satisfied
8 Satisfied Satisfied Very Satisfied  Satisfied
9 Satisfied Satisfied Satisfied Satisfied
10 Dissatisfied Very Satisfied  Satisfied Dissatisfied
11 Very Satisfied ~ Very Satisfied ~ Very Satisfied  Satisfied
12 Satisfied Satisfied Very Satisfied  Dissatisfied
13 Satisfied Very Satisfied  Satisfied Dissatisfied
14 Very Satisfied ~ Very Satisfied  Satisfied Very Satisfied
15 Dissatisfied Dissatisfied Dissatisfied Dissatisfied
16 Satisfied Satisfied Satisfied Satisfied
17 Very Satisfied  Satisfied Very Satisfied  Very Satisfied
18 Satisfied Very Satisfied  Dissatisfied Satisfied
19 Satisfied Very Satisfied  Dissatisfied Very Satisfied
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20 Very Satisfied ~ Very Satisfied ~ Very Satisfied  Satisfied

In this numerical example, four different variations of the MUSA method are

examined:

a. The original MUSA method as given in LP(3), including the post-
optimality analysis of LPs(4).

b. The extension of the MUSA (namely MUSAsp) that considers the desired
properties of S and D, including a post-optimality analysis step, similar
to the other variations of the MUSA method. MUSAsp is given by the
following MOLP:

M
[Min]lF = o7 +0;

j=1
[min]F, =e; +e, +¢; +e,
subject to
all the constraints of LP(3)
constraints (15)

0[,0;,6,6,,65,8 Vj
This problem is solved using the lexicographic approach proposed in
section 4 (omitting step 2).

c. The extension of the MUSA (namely MUSAw) that considers customer
preferences on criteria importance, including a post-optimality analysis
step, similar to the other variations of the MUSA method. MUSAw is
given by the following MOLP:

M

[Min]F =) o7 +0;

j=1

n

M
[min]F, = Zs,} +5;
i=1 j-1

subject to
all the constraints of LP(3)
constraints (18)

0},0‘},85,56 Vi, |
Similarly to the previous model, this problem is solved using the
lexicographic approach proposed in section 4 (omitting step 3).

d. The extension of the MUSA (namely MUSAspw) that considers customer
preferences on criteria importance and the desired properties of S and D
as given in MOLP(19) and solved using the lexicographic approach
proposed in section 4, including the post-optimality analysis of LPs(23).

Table 3 presents the fitting and stability results of the original MUSA method

and its different extensions. As shown therein, there is a significant increase of ASI
with the introduction of additional constraints regarding special properties for the
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assessed average indices (+38.07%) or additional information about the
importance of the criteria (+57.63%). The stability level of the provided results is
improved further when the aforementioned constraints are introduced together in
the original MUSA method (+58.28%). These findings are justified by the fact that
the incorporation of additional constraints restricts the polyhedron of the feasible
solutions, producing more robust results.

On the other hand, there seems to be a decrease of the fitting indices with the
introduction of additional constraints. This decrease is rather low, regarding AFl;
and AFls, while it appears to be larger for AFl,. However, as already mentioned,
AFl; is a rather strict fitting index, examining only the existence of non-zero errors,
without taking into account the values of these error variables. As a result,
examining only AFI, underestimates in several cases the MUSA’s fitting level.
Therefore, the large decrease of this index should be examined along with the low
decrease reduction of AFIl1 and AFl; in order to have a comprehensive view of the
fitting ability of the MUSA’s extensions.

Table 2. Customer importance judgments

Customer # Criterion 1 Criterion 2 Criterion 3
1 Important Important Important
2 Unimportant Important Very important
3 Important Important Important
4 Important Unimportant Unimportant
5 Important Important Very important
6 Very important Important Unimportant
7 Very important Important Important
8 Important Important Very important
9 Very important Important Important
10 Very important Very important Important
11 Important Very important Important
12 Important Important Very important
13 Very important Very important Unimportant
14 Important Important Important
15 Important Important Very important
16 Important Very important Important
17 Very important Unimportant Unimportant
18 Unimportant Important Very important
19 Very important Important Unimportant
20 Unimportant Important Important
Table 3. Fitting and stability comparison results
Index Original MUSAsp MUSAw MUSAspw
MUSA method method method method
AFly 91.67% 90.42% 91.67% 90.42%
(-1.36%) (0%) (-1.36%)
AFl; 80.00% 65.00% 80.00% 50.00%
(-18.75%) (0%) (-37.50%)
AFl3 89.58% 88.64% 89.58% 88.59%
(-1.05%) (0%) (-1.11%)
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ASI 59.60% 82.29% 93.95% 94.93%
(+38.07%) (+57.63%) (+59.28%)

The results of Table 3 reveal a competitive relation between the fitting and
the stability indices. This is justified by the fact that the introduction of additional
constraints in the MUSA method may increase the possibility of inconsistencies
(i.e., increase the optimal values of the different error variables), while reducing
the polyhedron of feasible solutions (i.e., increase robustness of results). Therefore,
searching for more robust solutions with the introduction of additional constraints
means that there must be a compromising increase of the original MUSA’s
overestimation and underestimation errors.

The previous findings regarding the improvement of robustness in the
examined extensions of the MUSA model are also confirmed by the variance of
weights during the post-optimality analysis step. For example, as shown in Table
4, the weight of the first criterion in the post-optimality analysis of the original
MUSA method varies from 0.083 to 0.458 (with an average of 0.271), while this
range is significantly reduced in all the examined extensions of the method.
Therefore, the final (average) solutions of MUSAsp, MUSAw, and MUSAspw are
more representative.

Table 4. Variance of weights during post-optimality analysis

Criterion Original MUSA MUSAsp MUSAw MUSAspw
method method method method
1 min 0.083 0.260 0.358 0.337
max 0.458 0.438 0.375 0.370
average 0.271 0.319 0.364 0.355
2 min 0.083 0.260 0.283 0.283
max 0.458 0.438 0.371 0.361
average 0.271 0.319 0.334 0.324
3 min 0.271 0.271 0.271 0.302
max 0.833 0.479 0.358 0.358
average 0.458 0.361 0.302 0.321

Of course, it is possible that different datasets may behave different regarding
the increase and decrease of the fitting and stability indices. However, it is
expected that the introduction of additional constraints will produce at least as
stable results as the ones of the original MUSA method. Furthermore, it is worth
noticing that reversing steps 2 and 3 of the proposed heuristic method, (see section
4), may improve stability results. Performing a simulation with different datasets
with distinctive characteristics (e.g., number of customers, number of criteria,
length of ordinal satisfaction scales, etc.) may further confirm the findings of this
study.
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6 Concluding remarks

The MUSA method is a rather flexible approach and thus several extensions may
be developed taking into account additional information or data. This study
evaluates different extensions of the MUSA method with the introduction of
additional constraints regarding customer preferences about the importance of the
criteria and the desired properties for the global average satisfaction and
demanding indices. These extensions are modelled as MOLP problems and a
heuristic procedure is proposed for finding a satisfactory solution.

The introduction of additional constraints and information in the original
MUSA method seems to significantly improve the stability of the provided results.
The observed decrease of the fitting level is very low and thus, the reliability of
the value system that is evaluated with the extensions of the MUSA method does
not deteriorate.

Since the numerical example presented in this study refers to a small and
simple set of customers’ data, a simulation model with different datasets having
distinctive characteristics may further evaluate the extensions of the MUSA
method in terms of fitting and stability. Such simulation results may also study
how the parameters of the method (number of customers, number of criteria, etc.)
preference or post-optimality thresholds) may affect the stability of the results.
Other future research directions include the selection of appropriate values
regarding the parameters of the model (e.g., post-optimality analysis thresholds &
or g ) and the examination of alternative MOLP techniques. Finally, the

development of additional fitting and stability measures may also facilitate the
investigation of various extensions of the MUSA method.
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Abstract. E-government benchmarking is being conducted by various
organizations but its assessment is based on a limited number of indicators and
does not highlight the multidimensional nature of the electronically provided
services. This paper outlines a multicriteria evaluation system based on four
points of view: (1) infrastructures, (2) investments, (3) e-processes, and (4)
users’ attitude in order to evaluate European Union countries. In this paper,
twenty one European Union countries are evaluated and ranked over their e-
government progress. Their ranking is obtained through an additive value
model which is assessed by an ordinal regression method and the use of the
decision support system MIIDAS. In order to obtain robust evaluations, given
the incomplete determination of inter-criteria model parameters, the extreme
ranking analysis method, based on powerful mathematical programming
techniques, has been applied to estimate each country’s best and worst possible
ranking position.

Keywords: E-government, Multicriteria analysis, Robustness, Benchmarking,
Ordinal regression, Extreme ranking analysis.

1 Introduction

E-government benchmarks are used to assess the progress made by an individual
country over a period of time and compare its growth against other countries. A
focused assessment of e-government and other initiatives such as e-commerce, e-
education, e-health, and e-science is essential if a country is to make substantial
progress (Ojo et al., 2007). Benchmarks can have a significant practical impact, both
political and potentially economic and can influence the development of e-
government services (Bannister, 2007). The results of benchmarking and ranking
studies, particularly global projects conducted by international organizations, attract
considerable interest from a variety of observers, including governments (ITU, 2009).

Indices and indicators used in benchmarks are generally quantitative in nature, and
collectively form a framework for assessment and ranking. Rorissa et al. (2011)
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classified the frameworks to those based on measurable characteristics of the entities;
those that use one or more subjective measures; and the rest few that employ a
combination of both. They also state that frameworks based on grounded and broadly
applicable measures tend to attract fewer criticisms. On the other hand, the
frameworks based on subjective measures are liable to controversies and complaints,
especially from those countries or institutions who consider their characterization as
inaccurate. Therefore, rankings should be supported by well understood and clarified
frameworks and indices as well as transparent computational procedures to maximize
their acceptability by the governments and the scientific community. Two among
others well-known e-government benchmarks still being conducted are those of the
United Nations and the European Commission (see United Nations, 2012 and
European Commission, 2010 for more details).

Recently, Siskos et al. (2012) proposed a multicriteria evaluation system based on
four points of view: (1) infrastructures, (2) investments, (3) e-processes, and (4) users’
attitude from which eight criteria are modeled (see below) to evaluate twenty one
European Union countries for which the related data are available. Their ranking is
obtained through an additive value model which is assessed by an ordinal regression
method. The whole approach consists of helping decision makers (DM), experts or
potential evaluators in determining their own country evaluations, based on their own
value systems and their own ways of preferring, in order to propose alternative
evaluation solutions in contrast to standard published benchmarks.

The aim of this paper is to extend this decision support methodology to take into
account the incomplete determination of inter-criteria model parameters and to obtain
a robust evaluation of the countries. These targets were achieved with the aid of the
extreme ranking analysis (Kadzinski et al., 2012) that estimates each country’s best
and worst possible rank. This method is based on powerful mathematical
programming techniques.

The paper is organized as follows: In section 2 the consistent family of criteria is
briefly outlined. Section 3 presents the assessment of the multicriteria evaluation
model for a single specific decision maker-evaluator while section 4 presents the
extreme ranking analysis method and the obtained results. Finally section 5 concludes
the paper.

2 Multicriteria Benchmarking Modeling

In order to achieve an overall assessment of global e-government, a consistent family
of criteria was built according to the classical modeling methodology of Roy (1985),
in the following way:

Infrastructure Criteria

g1 Access to the web. This criterion expresses the percentage of households and
businesses that have access to the web by any means.

g2 Broadband internet connection. It shows the percentage of each country’s
households and businesses with a fixed broadband internet connection.
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Investments Criterion

g3 Percentage of gross domestic product (GDP) spent on information &
communications technology (ICT) and research & development (R&D). ICT and
R&D expenditure data were retrieved from Eurostat and the International Monetary
Fund (IMF), respectively.

E-Processes Criteria

g4 Online sophistication. It shows each country’s maturity on online service delivery.
The data composing this criterion stem from the European Commission’s 9th
Benchmark Measurement published in 2010 (Digitizing Public Services in Europe:
Putting ambition into action).

gs: E-participation. It expresses the interaction achieved between governments and
citizens in a manner of information sharing, e-consultation and e-decision making.
The source of the e-participation criterion is the United Nation’s survey on
e-government published in 2012.

Users’ Attitude Criteria

g Citizens’ online interaction with authorities. This criterion indicates the percentage
of citizens that are already using the web to interact with the authorities.

g, Businesses’ online interaction with authorities. It indicates the percentage of
businesses that are using the web to interact with the authorities.

gs: Users’ experience. This criterion expresses citizens’ experience over the 20 e-

services and the national portal. The data composing this criterion stem from the
European Commission’s 9th Benchmark Measurement.

Table 1. Criteria evaluation scales and sources

Criterion Index Worst level ~ Best level Source ‘
g1 % population 0 100 Eurostat
2 % population 0 100 Eurostat
23 % GDP 0 5 Eurostat and IMF
g4 % 0 100 European Commission
gs index [0-1] 0 1 United Nations
g5 % citizens 0 100 Eurostat
g7 % businesses 0 100 Eurostat
g3 % index 0 100 European Commission
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Table 2. Multicriteria evaluation of twenty one European countries

81 82 83 84 85 &6 87 8s

Belgium 86.5 81.5 3.3 92 0.59 28 15 68
Czech Rep. 94 90 33 85 0.13 35 47 22
Denmark 83.5 85.5 3.8 95 0.64 11 31 30
Germany 71.5 80.5 3.8 99 0.61 16 26 55
Estonia 86 78 4.0 97 0.69 35 18 21
Ireland 77 97 3.5 100 0.44 40 33 49
Greece 86.5 80.5 2.4 70 0.26 57 62 33
Spain 76.5 85 3.1 98 0.83 75 74 86
France 84 92 3.7 94 0.60 65 83 83
Italy 93.5 94.5 2.7 99 0.21 84 67 85
Hungary 90 80 34 80 0.31 57 79 80
Netherlands 75 87.5 3.5 97 0.60 80 83 80
Austria 83 78 3.3 100 0.50 85 87 90
Poland 77.5 60.5 2.7 87 0.24 88 81 81
Portugal 79 81 3.8 100 0.27 79 59.5 75.5
Slovenia 68 72.5 34 99 0.51 91 87 68.5
Slovakia 87 77 3.1 81 0.07 91 93 94.5
Finland 67 70 4.3 96 0.41 51 80 93.5
Sweden 79.5 65.5 4.1 99 0.49 70 88 92.5
Norway 88.5 90 2.5 92 0.50 83.5 89 87
Un. Kingdom 83.5 87.5 43 97 0,77 83.5 76.5 91

All details about the criteria construction techniques are thoroughly described in
Siskos et al. (2012). Tables 1 and 2 present the criteria evaluation scales and the
criteria scores achieved by the twenty one European countries, respectively.

3 Assessing an Overall Evaluation Model

The main target of the proposed methodological frame is the assessment of a
multicriteria additive value system, for a single decision maker, that is described by
the following formulae:

u(g) = Xivpiwi(g:) (H
u;(9:) = 0,u;(g;) = 1,fori =1,2,..,n )
mpi=1 3)

p, =20,fori=12,..,n ()
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where g = (g1, 92, ---» gn) 1s the performance vector of a country on the n criteria; g;,
and g; are the least and most preferable levels of the criterion g;, respectively; u;(g;),
i=1,2,..,n are non decreasing marginal value functions of the performances g;,
i=1,2,..,n; and p; is the relative weight of the i-th function u;(g;). Thus, for a
given country a, g(a) and u[g(a)] represent the multicriteria vector of performances
and the global value of the country a respectively.

Both the marginal and the global value functions have the monotonicity property of
the true criterion. For instance, in the case of the global value function, given two
countries a and b the following properties hold:

ulg(a)] > u[g(b)] © a P b (Preference) (5)

ulg(a)] = ulg(b)] ® alb (Indifference) (6)

The necessary hypothesis to validate an additive value function for a given decision
maker (DM) is the preferential independence of all the criteria (see Keenney and
Raiffa, 1976, Keeney, 1992 for instance). A pair of criteria ( g; , g;) is preferentially
independent from the rest of the criteria when the trade-offs between the g; and g;
criteria are not dependent on the values of the rest of the criteria. All criteria are
supposed to be preferentially independent when the same condition holds for all pairs
of criteria. When the u; functions in formula (1) are already assessed, the linear model
(1)-(4) exists if and only if the inter-criteria parameters (weighs) p; are constant
substitution rates (value trade-offs) between u;.

This value system can be obtained utilizing various methods (see Keeney and
Raiffa, 1976, Keeney, 1992, Figueira et al., 2005). Because of the objective
difficulties to convince decision makers in externalizing tradeoffs between
heterogeneous criteria and verify the preferential conditions cited above, decision
analysts usually prefer to infer the DM’s additive value function from global
preference structures, by applying disaggregation or ordinal regression methods (see
Jacquet-Lagreze and Siskos, 1982, 2001, Greco et al., 2008, 2010).

In this study the disaggregation UTA II method is implemented by assessing the
additive model (1)-(4) in two phases: In the first phase the expert is asked to assign
some value points u;(g;) of the corresponding evaluation scale for every criterion
separately. Then, each marginal value function is optimally fitted (see Fig. 1) and
accepted by the DM. In a second phase, the criteria weights p; are estimated using
inference procedures (see next section).
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Fig. 1. Marginal value functions of the eight criteria
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4 Estimation of Weights and Extreme Ranking Analysis

Through this phase the UTA II disaggregation procedure is used to infer the inter-
criteria parameters p;, i = 1,2, ..., n. Specifically, the DM-evaluator is asked to give a
ranking (weak order) on a set of reference countries 4, = (a4, a,, ..., a;), that are
fictitious country profiles differing on two or at most three criteria values. The
reference countries are ranked by the DM in such a way that a, is the head and a; the
tail of the ranking.

Therefore, for every pair of consecutive countries (an, ay.;) holds, either a,,Pa,,.;
(preference of a,,) or a,la,,.; (indifference). UTA II solves the linear program (7)-(11)
below that has k constraints because of the transitivity of the (P, I) preference system.

[min]F, F =3 (6% (a) + 07 (a)) (7
Subject to:
form=12,...,. k-1

Yiipiwlgi(an)] — o (ay) + 07 (a) — [XiL pi wilgi(@m1)]

—ot(apsr) +0 (@me)] =6, ifay Pag, (8)
or

=0 ifaylape )

=P =1 (10)

pi=0,for i=12,..,n 0'+(aj) > 0,0"(aj) >0,forj=2,...,k (11

where 0 is a small positive number, equal to 0.001 for instance; g;(a,) is the
evaluation of the a,, country on the i-th criterion and u;[g;(a,,)] its corresponding
marginal value; J+(aj), J_(aj) are the over-estimation and the under-estimation
errors concerning the j-th country’s position, respectively.

This technique was applied for a set of thirteen country profiles and a zero error
sum was obtained (F = 0). The optimally most characteristic weighting factors are
reported in formula (12) while the corresponding ranking of the European countries is
presented in Table 3. More details about UTA II illustration is given in Siskos et al.
(2012).

u(g) = 0.1276u,(g,) + 0.1607u,(g,) + 0.1097u3(gs) + 0.2579u,(g,) +
0.0743us(gs) + 0.1209u4(ge) + 0.0536u,(g;) + 0.0952ug(gs) (12)

g = (91,92, ---, gs), is the performance vector of a country on the eight criteria.



Table 3. E-government ranking of the twenty one European countries

10-11
10-11
12
13
14
15
16
17
18
19
20
21

E-government Benchmarking in European Union

Sweden
Denmark
Finland
Netherlands
Norway
Germany
United Kingdom
France
Estonia
Austria
Slovenia
Spain
Belgium
Ireland
Portugal
Czech Republic
Slovakia
Hungary
Poland
Italy
Greece

0.825
0.821
0.796
0.796
0.765
0.745
0.744
0.738
0.729
0.701
0.701
0.693
0.686
0.679
0.633
0.582
0.578
0.568
0.548
0.533
0.467
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However, the above estimation procedure bears robustness issues. In fact, there
exists an infinite number of weighting vectors that are optimally consistent with the
whole set of constraints (8)-(11). In order to study the impact of this indetermination
on the ranking of the countries the extreme ranking analysis of Kadzinski et al. (2012)

has been applied with the aid of the GAMS platform.

The extreme ranking analysis algorithm examines each country individually and
estimates the best and worst possible rank it can achieve. The methodology leading to

the estimation of the best possible rank of each country is outlined below.

In order to determine the best possible rank of a country A, taking into
consideration all the possible combinations of the criteria weighting factors, the

number N*A of the countries that surpass country A in the ranking under any
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circumstances is calculated. The countries that surpass country A in the ranking for a
limited number of combinations of the criteria weights are not included in the N ;
set. Therefore, the best possible ranking position that can be achieved by the country
Ais N, +1.

Thus, the problem is reduced to the calculation of the NZ set for each individual

country. This set is calculated through the modeling and the solution of the mixed
integer programming problem presented below:

[min]F = Ypea\ia Up (13)

Subject to:
Constraints (8) — (11) (14)
U(a) > U(b) — Mu,, ¥ b € A\ {a)} (15)

where M is an auxiliary variable equal to a big positive value, and u, is a binary
variable associated with comparison of the country A to another country B. There
exist N — 1 such variables, each corresponding to b € A\ {a}. N is the total number
of the countries under evaluation, i.e. 21.

The determination of the worst possible ranking of a country A, requires a similar

procedure. In this case, however, it is estimated the number of countries N A+ that
achieve a worse ranking position for all possible combinations of the weighting

factors. Therefore, the worst possible rank a country A can achieve is N- N A

N 4+ set is calculated through the solution of the integer programming problem
outlined below:

[min]F = Ypea\ia Un (16)

Subject to:
Constraints (8) - (11) (17)
U(b) > U(a) — Mu,, ¥ b € A\ {a) (18)

The extreme ranking positions of the 21 European countries assessed, are graphically
presented in Fig. 2.
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Fig. 2. Extreme ranking positions of twenty one European countries

5 Conclusion

The paper addressed the robust assessment of global e-government based on multiple
criteria and special extreme ranking procedures. The proposed approach focused on
the evaluation of European countries according to the standards of a benchmark.

The e-government evaluation process is an independent procedure enabling each
individual to specify his (her) own preferences on criteria value functions and
weights, and results in a personalized ranking of the countries. In other words, each
evaluator has control over his (her) set of criteria and the assessment of his (her) own
evaluation model. The proposed multicriteria techniques offer the possibility to
combine different preferences and considerations of multiple decision makers and
merge them easily through interactive iterative processes.

The next research steps include the development of robustness control procedures
based on cardinal and visualization measures as well as the development of a decision
support system aiding anyone to form his own e-government benchmarking.
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The Robustness Concern in Preference
Disaggregation Approaches for Decision Aiding:
An Overview

Michael Doumpos and Constantin Zopounidis

Abstract In multiple criteria decision aid, preference disaggregation techniques are
used to facilitate the construction of decision models, through regression-based ap-
proaches that enable the elicitation of preferential information from a representative
set of decision examples provided by a decision-maker. The robustness of such ap-
proaches and their results is an important feature for their successful implementa-
tion in practice. In this chapter we discuss the robustness concern in this context,
overview the main methodologies that have been recently developed to obtain ro-
bust recommendations from disaggregation techniques, and analyze the connections
with statistical learning theory, which is also involved with inferring models from
data.

1 Introduction

Managers, analysts, policy makers, and regulators are often facing multiple techni-
cal, socio-economic, and environmental objectives, goals, criteria, and constraints,
in a complex and ill-structured decision making framework, encountered in all as-
pects of the daily operation of firms, organizations, and public entities. Coping with
such a diverse and conflicting set of decision factors poses a significant burden to
the decision process when ad-hoc empirical procedures are employed.

Multiple criteria decision aid (MCDA) has evolved into a major discipline in op-
erations research/management science, which is well-suited for problem structuring,
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modeling, and analysis in this context. MCDA provides a wide arsenal of method-
ologies and techniques that enable the systematic treatment of decision problems
under multiple criteria, in a rigorous yet flexible manner, taking into consideration
the expertise, preferences, and judgment policy of the decision makers (DMs) in-
volved. The MCDA framework is applicable in a wide range of different types of
decision problems, including deterministic and stochastic problems, static and dy-
namic problems, as well as in situations that require the consideration of fuzzy and
qualitative data of either small or large scale, by a single DM or a group of DMs. A
comprehensive overview of the recent advances in the theory and practice of MCDA
can be found in the book of Zopounidis and Pardalos [68].

Similarly to other OR and management science modeling approaches, MCDA
techniques are also based on assumptions and estimates on the characteristics of the
problem, the aggregation of the decision criteria, and the preferential system of the
DM. Naturally, such assumptions and estimates incorporate uncertainties, fuzziness,
and errors, which affect the results and recommendations provided to the DM. As a
result, changes in the decision context, the available data, or a reconsideration of the
decision criteria and the goals of the analysis, may ultimately require a very different
modeling approach leading to completely different outputs. Thus, even if the results
may be judged satisfactory when modeling and analyzing the problem, their actual
implementation in practice often leads to new challenges not taken previously into
consideration.

In this context, robustness analysis has emerged as a major research issue in
MCDA. Robustness analysis seeks to address the above issues through the introduc-
tion of a new modeling paradigm based on the idea that the multicriteria problem
structuring and criteria aggregation process should not be considered in the context
of a well-defined, strict set of conditions, assumptions, and estimates, but rather to
seek to provide satisfactory outcomes even in cases where the decision context is
altered.

Vincke [61] emphasized that robustness should not be considered in the restric-
tive framework of stochastic analysis (see also [34] for a discussion in the context of
discrete optimization) and distinguished between robust solutions and robust meth-
ods. He further argued that although robustness is an appealing property, it is not a
sufficient condition to judge the quality of a method or a solution. Roy [45], on the
other hand, introduced the term robustness concern to emphasize that robustness is
taken into consideration a priori rather than a posteriori (as is the case of sensitivity
analysis). In the framework of Roy, the robustness concern is raised by vague ap-
proximations and zones of ignorance that cause the formal representation of a prob-
lem to diverge from the real-life context, due to: (i) the way imperfect knowledge
is treated, (ii) the inappropriate preferential interpretation of certain types of data
(e.g., transformations of qualitative attributes), (iii) the use of modeling parameters
to grasp complex aspects of reality, and (iv) the introduction of technical parameters
with no concrete meaning. An recent example of robustness in the context of multi-
objective linear programming can be found in Georgiev et al. [18]. The framework
for robust decision aid has some differences compared to the traditional approach
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to robustness often encounter in other OR areas. A discussion of these differences
(and similarities) can be found in Hites et al. [28].

The robustness concern is particularly important in the context of the preference
disaggregation approach of MCDA, which is involved with the inference of pref-
erential information and decision models from data. Disaggregation techniques are
widely used to facilitate the construction of multicriteria evaluation models, based
on simple information that can the DM can provide [30], without requiring the speci-
fication of complex parameters whose concept is not clearly understood by the DMs.
In this chapter we provide an overview of the robustness concern in the preference
disaggregation context, covering the issues and factors that affect the robustness of
disaggregation methods, the approaches that have been proposed to deal with ro-
bustness in this area, and the existing connections with concepts and methodologies
from the area of statistical learning.

The rest of the chapter is organized as follows. Section 2 presents the context of
preference disaggregation analysis with examples from ordinal regression and clas-
sification problems. Section 3 discusses the concept of robustness in disaggregation
methods and some factors that affect it, whereas section 4 overviews the different
approaches that have been proposed to obtain robust recommendations and mod-
els in preference disaggregation analysis. Section 5 presents the statistical learning
perspective and discusses its connections to the MCDA disaggregation framework.
Finally, section 6 concludes the chapter and proposes some future research direc-
tions.

2 Preference Disaggregation Analysis

2.1 General Framework

A wide class of MCDA problems requires the evaluation of a discrete set of alter-
natives (i.e., ways of actions, options) X = {xy,Xa,..., } described on the basis of
n evaluation criteria. The DM may be interested in choosing the best alternatives,
ranking the alternatives from the best to the worst, or classifying them into prede-
fined performance categories.

In this context, the construction of an evaluation model that aggregates the per-
formance criteria and provides recommendations in one of the above forms, requires
some preferential information by the DM (e.g., the relative importance of the cri-
teria). This information can be specified either through interactive, structured com-
munication sessions between the analyst and the DM or it can be inferred from a
sample of representative decision examples provided by the DM. Preference disag-
gregation analysis (PDA) adopts the latter approach, which is very convenient in
situations where, due to cognitive or time limitations, the DM is unwilling or unable
to provide the analyst with specific information on a number of technical parameters
(which are often difficult to understand) required to formulate the evaluation model.
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PDA provides a general methodological framework for the development of mul-
ticriteria evaluation models using examples of decisions taken by a DM (or a group
of DMs), so that DM’s system of preferences is represented in the models as ac-
curately as possible. The main input used in this process is a reference set of al-
ternatives evaluated by the DM (decision examples). The reference set may consist
of past decisions, a subset of the alternatives under consideration, or a set of fic-
titious alternatives which can be easily judged by the DM [30]. Depending on the
decision problematic, the evaluation of the reference alternatives may be expressed
by defining an order structure (total, weak, partial, etc.) or by classifying them into
appropriate classes.

Formally, let D(X’) denote the DM’s evaluation of a set X consisting of m refer-
ence alternatives described over n criteria (the description of alternative i on criterion
k will henceforth be denoted by x;;). The DM’s evaluation is assumed to be based
(implicitly) on a decision model fg defined by some parameters 3, which repre-
sent the actual preferential system of the DM. Different classes of models can be
considered. Typical examples include:

* Value functions defined such that V (x;) > V(x;) if alternative i is preferred over
alternative j and V (x;) = V(X;) in cases of indifference [33]. The parameters of a
value function model involve the criteria trade-offs and the form of the marginal
value functions.

* Outranking relations defined such that x; Sx; if alternative i is at least as good as
alternative j. The parameters of an outranking model, may involve the weights
of the criteria, as well as preference, indifference and veto thresholds, etc. (for
details see [44, 60]).

e “If...then...” decision rules [21]. In this case the parameters of the model involve
the conditions and the conclusions associated to each rule.

The objective of PDA is to infer the “optimal” parameters 3* that approximate,
as accurately as possible, the actual preferential system of the DM as represented in
the unknown set of parameters 3, i.e.:

B* = argmin || — B (1)
BeA

where A is a set of feasible values for the parameters B . With the obtained param-
eters, the evaluations performed with the corresponding decision model f, will be
consistent with the evaluations actually performed by the DM for any set of alterna-
tives.

Problem (1), however, cannot be solved explicitly because f is unknown. In-
stead, an empirical estimation approach is employed using the DM’s evaluation of
the reference alternatives to proxy 3. Thus, the general form of the optimization
problem is expressed as follows:

B* = argmin L[D(X'), D(X')] )
PeA
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where @(X ") denotes the recommendations of the model fﬁ for the alternatives in

X’ and L(-) is a function that measures the differences between D(X’) and D (X).

2.2 Inferring Value Function Models for Ordinal Regression and
Classification Problems

The general framework of PDA is materialized in several MCDA methods that en-
able the development of decision models in different forms [14,50,67]. To facilitate
the exposition we shall focus on functional models expressed in the form of additive
value functions, which have been widely used in MCDA.

A general multiattribute value function aggregates all the criteria into an overall
performance index V (global value) defined such that:

V(xi) > V(Xj) & X; - X;j 3)
V(X,‘) = V(Xj) < X; ~Xj

where > and ~ denote the preference and indifference relations, respectively. A

value function may expressed in different forms, depending on the criteria indepen-

dence conditions [33]. Due to its simplicity, the most widely used form of value

function is the additive one:

V(xi) =Y wive(xie) )
=1

where wy is the (non-negative) trade-off constant of criterion k (the trade-offs are
often normalized to sum up to one) and vi(-) is the marginal value functions of the
criterion, usually scaled such that vy (xi.) = 0 and vi(x;) = 1, where x;, and x are
the least and the most preferred levels of criterion k, respectively.

Such a model can be used to rank a set of alternatives or to classify them in pre-
defined groups. In the ranking case, the relationships (3) provide a straightforward
way to compare the alternatives. In the classification case, the simplest approach is
to define an ordinal set of groups G1,Ga,..., G, on the value scale with the follow-
ing rule:

te<V(xi) <ti—1 < x;€Gy %)

where t| >, --- > t,_1 are thresholds that distinguish the groups. Alternative clas-
sification rules can also be employed such as the example-based approach of Greco
et al. [23] or the hierarchical model of Zopounidis and Doumpos [66].

The construction of a value function from a set of reference examples can be per-
formed with mathematical programming formulations. For example, in an ordinal
regression setting, the DM’s defines a weak-order of the alternatives in the reference
set, by ranking them from the best (alternative x;) to the worst one (alternative x,).
Then, the general form of the optimization problem for inferring a decision model
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from the data can be expressed as in the case of the UTA method [29] as follows:
min o©]+06y+---+ 0Oy

n
s.t. Z wi[vi(xix) — vk(xi+17k)] +0;—0i11 >0 VX = X1

WiV (xik) = vi(Xip1 )] +0i — 01 =0 VX ~ X

M- T

k=1 (6)
wi+wr+...+w,=1

Vie(xie) = vie(xjx) >0 VX > xjk

V(X ) = 0, v (xf) = 1 k=1,....n

W, Vi(xix), 6; > 0, Vi k

where x* = (x7,...,x}) and X, = (X1, ..., X,) represent the ideal and anti-ideal al-
ternatives, respectively. The solution of this optimization problem provides a value
function that reproduces the DM’s ranking of the reference alternatives as accu-
rately as possible. The differences between the model’s recommendations and the
DM’s weak-order are measured by the error variables oy, ..., 0,,, which are defined
through the first two constraints (with 8 being a small positive constant). The third
constraint normalizes the trade-off constants, whereas the fourth constraint ensures
that the marginal value functions and non-decreasing (assuming that the criteria are
expressed in maximization form).

For classification problems, the optimization formulation for inferring a classifi-
cation model from the reference examples using the threshold-based rule (5) can be
expressed as follows:

I 1
min ) - ¥ (67 +0)
=1 x;eG,
n

s.t. Zwkvk(xik)+6i+2tg+5 Vx, €Gp,l=1,....q—1

k=1

n

Zwkvk(x,-k)fci_ <t;—0 Vx; € Gy, l=2,...,q

k=1 )
tr—tyy1 > € {=1,....q—2
wit+wr+...+w, =1

Vi (xik) — v (xjx) >0 VXik > Xk

Vie(xks) = 0, we (o) =1 k=1,...,n

wi, 07, 6 >0 Vi k

The objective function minimizes the total weighted classification error, where the
weights are defined on the basis of the number of reference alternatives from each
class (mj,...,my). The error variables 6 and o~ are defined through the first two
constraints as the magnitude of the violations of the classification rules, whereas the
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third constraint ensures that the class thresholds are non-increasing (with € being a
small positive constant).

For the case of an additive value function, the above optimization problems can
be re-expressed in linear programming form with a piece-wise linear modeling of
the marginal values function (see for example [29]).

3 Robustness in Preference Disaggregation Approaches

The quality of models resulting from disaggregation techniques is usually described
in terms of their accuracy, which can be defined as the level of agreement between
the DM’s evaluations and the outputs of the inferred model. For instance, in ordinal
regression problems rank correlation coefficients (e.g., the Kendall’s T or Spear-
man’s p) can be used for this purpose, whereas in classification problems the classi-
fication accuracy rate and the area under the receiver operating characteristic curve
are commonly used measures. Except for accuracy-related measures, however, the
robustness of the inferred model is also an crucial feature. Recent experimental stud-
ies have shown that robustness and accuracy are closely related [59]. However, ac-
curacy measurements are done ex-post and rely on the use of additional test data,
while robustness is taken into consideration ex-ante, thus making it an important
issue that is taken into consideration before a decision model is actually put into
practical use.

The robustness concern in the context of PDA arises because in most cases mul-
tiple alternative decision models can be inferred in accordance with the information
embodied in the set of reference decision examples that a DM provides. This is
particularly true for reference sets that do not contain inconsistencies, but it is also
relevant when inconsistencies do exist (in the PDA context, inconsistencies are usu-
ally resolved algorithmically or interactively with the DM before the final model
is built; see for instance [40]). With a consistent reference set, the error variables
in formulations (6)—(7) become equal to zero and consequently these optimization
models reduce to a set of feasible linear constraints. Each solution satisfying these
constraints corresponds to a different decision model and even though all the cor-
responding feasible decision models provide the same outputs for the reference set,
their recommendations can differ significantly when the models are used to perform
evaluations for other alternatives.

For instance, consider the example data of Table 1 for a classification problem
where a DM classified six references alternatives in two categories, under three
evaluation criteria. Assuming a linear weighted average model of the form V (x;) =
wixi1 +waxip + wax;z, with wi +wo +wsz = 1 and wy, wp, w3 > 0, the model would
be consistent with the classification of the alternatives if V(x;) > V(x;) + 0 for all
i=1,2,3and j=4,5,6, where § is a small positive constant (e.g., 0 = 0.01). Figure
1 illustrates graphically the set of values for the criteria trade-offs that comply with
the classification of the reference alternatives (the shaded area defined by the corner
points A-E). It is evident that very different trade-offs provide the same results for
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the reference data. For example, the trade-off w; of the first criterion may vary
anywhere from zero to one, whereas w, may vary from zero up to 0.7.

Table 1: An illustrative classification problem

Alternatives x

Criteria

xp x3 Classification

X]
X2
X3
X4
X5
X6

NSRS N O

8

N = = N

0.81
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021
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Fig. 1: The feasible set for the criteria trade-offs that are compatible with the classi-

fication of the example data of Table 1

The size of the polyhedron defined by a set of feasible constraints of formula-
tions such as (6) and (7) depends on a number of factors, but the two most important
can be identified to the adequacy of set of reference examples and the complexity
of the selected decision modeling form. The former is immediately related to the
quality of the information on which model inference is based. Vetschera et al. [59]
performed an experimental analysis to investigate how the size of the reference set
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affects the robustness and accuracy of the resulting multicriteria models in classifi-
cation problems. They found that small reference sets (e.g., with a limited number
of alternatives with respect to the number of criteria) lead to decision models that
are neither robustness nor accurate. Expect for its size other characteristics of the
reference set are also relevant, may involve the existence of noisy data, outliers, the
existence of correlated criteria, etc. [12].

The complexity of the inferred decision model is also an issue that is related
to its robustness. Simpler models (e.g., a linear value function) are more robust
compared to more complex non-linear models. The latter are defined by a larger
number of parameters and as a result the inference procedure becomes less robust
and more sensitive to the available data. For instance, Figure 2 illustrates a two-
class classification problem with two criteria (which correspond to the axes of the
figure). The linear classification model (green line) is robust; with the available data
only marginal changes can be made in this model (separating line) without affecting
its classification results for the data shown in the figure. On the other hand, a non-
linear model (blue line) is not robust, particularly in the areas where the data are
sparse (i.e., the upper left and lower right parts of the graph). Therefore, care should
be given to the selection of the appropriate modeling taking into account both the
DM’s system of preferences as well as the available data. This issue has been studied
extensively in areas such as the statistical learning theory [47,56,57].

Fig. 2: A linear vs a non-linear classification model

4 Robust Disaggregation Approaches

The research in the area of building robust multicriteria decision models and obtain-
ing robust recommendations with disaggregation techniques can be classified into
three main directions. The first, involves approaches that focus on describing the
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set of feasible decision models with analytic or simulation techniques. The second
direction focuses on procedures for formulating robust recommendations through
multiple acceptable decision models, whereas a third line of research has focused
on techniques for selecting the most characteristic (representative) model from the
set of all models compatible with the information provided by the reference set. The
following subsections discuss these approaches in more detail.

4.1 Describing the Set of Acceptable Decision Models

The DM’s evaluations for the reference alternatives provide information on the set
of acceptable decision models that comply with these evaluations. Searching for
different solutions within this feasible set and measuring its size provides useful in-
formation on the robustness of the results. Analytic and simulation-based techniques
have been used for this purpose, focusing on convex polyhedral sets for which the
analysis is computationally feasible. As explained in the previous section, for de-
cision models which are linear with respect to their parameters (such as additive
value functions) the set of acceptable decision models is a convex polyhedron. The
same applies to other types of decision models with some simplifications on the
parameters that are inferred (see for example [41]).

Jacquet-Lagreze and Siskos [29] were the first to emphasize that the inference of
a decision model through optimization formulations such as the ones described in
section 2.2, may not be robust thus suggesting that the existence of multiple optimal
solutions (or even alternative near-optimal ones in the cases of inconsistent refer-
ence sets) should be carefully explored. The approach they suggested was based on
a heuristic post-optimality procedure seeking to identify some characteristic alterna-
tive models corresponding to corner points of the feasible polyhedron. In the context
of inferring an ordinal regression decision model, this approach is implemented in
two phases. First, problem (6) is solved and its optimal objective function value F*
(total sum of errors) is recorded. In the second phase, 2n additional optimization
problems are solved by maximizing and minimization the trade-offs of the criteria
(one at a time), while ensuring that the new solutions do not yield an overall error
larger than F*(1 4 o), where o is a small percentage of F*. While this heuristic
approach does not fully describe the polyhedron that defines the parameters of the
decision model, it does give an indication of how much the relative importance of
the criteria deviates within the polyhedron. Based on this approach, Grigoroudis
and Siskos [24] developed a measure to assess the stability and robustness of the
inferred model as the normalized standard deviation of the results obtained from the
post-optimality analysis.

Despite their simplicity, post-optimality techniques provide only a limited partial
view of the complete set of models that are compatible with the DM’s preferences.
A more thorough analysis requires the implementation of computationally intensive
analytic or simulation approaches. Following the former direction, Vetschera [58]
developed a recursive algorithm for computing the volume of the polyhedron that is
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derived from preferential constraints in the case of a linear evaluation model, but the
algorithm was applicable to rather small problems (e.g., up to 20 alternatives and 6
criteria). Similar, but computationally more efficient algorithms, are available in the
area of computational geometry, but they have not yet been employed in the context
of MCDA. For instance, Lovdsz and Vempala [38] presented a fast algorithm for
computing the volume of a convex polyhedron, which combines simulated anneal-
ing with multi-phase Monte Carlo sampling.

The computational difficulties of analytic techniques have led to the adoption of
simulation approaches, which have gained much interest in the context of robust
decision aiding. Originally used for sensitivity analysis [7] and decision aiding in
stochastic environments [37], simulation techniques have been recently employed to
facilitate the formulation of robust recommendations under different decision mod-
eling forms. For instance, Tervonen et al. [52] used such an approach in order to
formulate robust recommendations with the ELECTRE TRI multicriteria classifica-
tion method [16], whereas Kadzinski and Tervonen [31,32] used a simulation-based
approach to enhance the results of robust analytic techniques obtained with additive
value models in the context of ranking and classification problems.

Simulation-based techniques were first based on rejection sampling schemes. Re-
jection sampling is a naive approach under which a random model is constructed
(usually from a uniform distribution [46]) and tested against the DM’s evaluations
for the reference alternatives. The model is accepted only if it is compatible with
the DM’s evaluations and rejected otherwise. However, the rejection rate increases
rapidly with the dimensionality of the polyhedron (as defined by the number of
the model’s parameters). As a result the sampling of feasible solutions becomes in-
tractable for problems of realistic complexity. Hit-and-run algorithms [35, 53] are
particularly useful in reducing the computational burden, thus enabling the efficient
sampling from high-dimensional convex regions.

4.2 Robust Decision Aid with a Set of Decision Models

Instead of focusing on the identification of different evaluation models that can be
inferred from a set of reference decision examples through heuristic, analytic, or
simulation approaches, a second line of research has been concerned with how ro-
bust recommendations can be formulated by aggregating the outputs of different
models and exploiting the full information embodied in a given set of decision in-
stances.

Siskos [49] first introduced the idea of building preference relations based on
a set of decision models inferred with a preference disaggregation approach for
ordinal regression problems. In particular, he presented the construction of a fuzzy
preference relation based on the results of a post-optimality procedure. The fuzzy
preference relation allows the evaluation of the alternatives through the aggregation
of the outputs of multiple characteristic models (additive value functions) inferred
from a set of decision instances.
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Recently, this idea has been further extended to consider not only a subset of ac-
ceptable models but all models that can be inferred from a given reference set (with-
out actually identifying them). Following this approach and in an ordinal regression
setting, Greco et al. [22] defined necessary and possible preference relations on the
basis of the DM’s evaluations on a set of reference alternatives, as follows:

models V (-) compatible with the DM’s evaluations on a set of reference alterna-
tives.
+ Weak possible preference relation: x; =¥ x; if V(x;) > V(x;) for at least one

decision model V (-) compatible with the DM’s evaluations on a set of reference
alternatives.

 Weak necessary preference relation: x; =V x; if V(x;) > V(x;) for all decision

From these basic relations preference, indifference, and incomparability relations
can be built allowing the global evaluation of any alternative using the full infor-
mation provided by the reference examples. The above relations can be checked
through the solution of simple optimization formulations, without actually requir-
ing the enumeration of all decision models that can be inferred from the reference
examples. This approach was also used for multicriteria classification problems [23]
as well as for outranking models [10, 19] and non-additive value models [1].

4.3 Selecting a Representative Decision Model

Having an analytic or simulation-based characterization of all compatible models
(e.g., with approaches such as the ones described in the previous subsections) pro-
vides the DM with a comprehensive view of the range of possible recommendations
that can be formed on the basis of a set of models implied from some decision ex-
amples. On the other hand, a single representative model is easier to use as it only
requires the DM to “plug-in” the data for any alternative into a functional, relational,
or symbolic model. Furthermore, the aggregation of all evaluation criteria in a single
decision model enables the DM to get insight into the role of the criteria and their
effect on the recommendations formulated through the model [20].

In the above context several approaches have been introduced to infer a single
decision model that best represents the information provided by a reference set of
alternatives. Traditional disaggregation techniques such as the family of the UTA
methods [50] use post-optimality techniques based on linear programming in order
to build a representative additive value function defined as an average solution of
some characteristic models compatible with the DM’s judgments, defined by maxi-
mizing and minimizing the criteria trade-offs. Such an averaging approach provides
a proxy of the center of the feasible region.

However, given that only a very few number of corner points are identified with
this heuristic post-optimality process (at most 2n corner points), it is clear that the
average solution is only a very rough “approximation” of the center of the polyhe-
dron. Furthermore, the optimizations performed during the post-optimality analysis
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may not lead to unique results. For instance, consider again the classification exam-
ple discussed in section 3 and its graphical illustration in Figure 1 for the feasible
set for the criteria trade-offs which are compatible with the DM’s classification of
the reference alternatives (Table 1). The maximization of the trade-off constant w
leads to corner point C, the maximization of w, leads to point A, whereas the max-
imization of w3 (which corresponds to the minimization of wy + wy) leads to point
D. However, the minimization of the two trade-offs does not lead to uniquely de-
fined solutions. For instance, the minimization of w; may lead to point A or point
E, the minimization of w, leads either to C or D, and the minimization of ws (i.e.,
the maximization of wj +w») may lead to points B or C. Thus, depending on which
corner solutions are obtained, different average decision models can be constructed.
Table 2 lists the average criteria trade-offs corresponding to different centroid so-
lutions. It is evident that the results vary significantly depending on the obtained
post-optimality results.

Table 2: The post-optimality approach for constructing a centroid model within the
polyhedron of acceptable models for the data of Table 1

Post-optimality solutions

max wj C C C C C C C C

min wq E A E A E A E A

max wy A A A A A A A A

min wy D D C C D D C C

max w3 (min w; +wp) D D D D D D D D
min w3 (max w; +wp) B B B B C C C C

Centroid solutions

wi 0.31 0.31 0.44 044 042 042 054 0.54

wo 0.32 0.34 0.32 0.34 022 023 0.22 0.23

w3 0.37 0.35 0.24 0.23 0.37 035 0.24 0.23

A number of alternative approaches have been proposed to address the ambi-
guity in the results of the above post-optimality process. Beuthe and Scannella [4]
presented different post-optimality criteria in an ordinal regression setting to im-
prove the discriminatory power of the resulting evaluating model. Similar criteria
were also proposed by Doumpos and Zopounidis [12] for classification problems.

Alternative optimization formulations have also been introduced allowing the
construction of robust decision models without requiring the implementation of
post-optimality analyses. Following this direction, Doumpos and Zopounidis [13]
presented simple modifications of traditional optimization formulations (such as the
ones discussed in section 2.2) on the grounds of the regularization principle which
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is widely used in data mining and statistical learning [57]. Experimental results on
artificial data showed that new formulations can provide improved results in ordinal
regression and classification problems. On the other hand, Bous et al. [5] proposed
a non-linear optimization formulation for ordinal regression problems that enables
the construction of an evaluation model through the identification of the analytic
center of the polyhedron form by the DM’s evaluations on some reference deci-
sion instances. Despite its non-linear character, the proposed optimization model is
easy to solve with existing iterative algorithms. In a different framework, Greco et
al. [20] considered the construction of a representative model through an interactive
process, which is based on the grounds of preference relations inferred from the full
set of models compatible with the DM’s evaluations [22]. During the proposed in-
teractive process, different targets are formulated, which can be used by the DM as
criteria for specifying the most representative evaluation model.

5 Connections with Statistical Learning

5.1 Principles of Data Mining and Statistical Learning

Similarly to disaggregation analysis, statistical learning and data mining are also
involved with learning from examples [25, 26]. Many advances have been made
within these fields for regression, classification, and clustering problems. Recently
there has been a growing interest among machine learning researchers towards pref-
erence modeling and decision-making. Some interest has also been developed by
MCDA researchers on exploiting the advances in machine learning.

Hand et al. [25] define data mining as “the analysis of (often large) observational
data sets to find unsuspected relationships and to summarize the data in novel ways
that are both understandable and useful to the data owner”. Statistical learning
plays an important role in the data mining process, by describing the theory that
underlies the identification of such relationships and providing the necessary al-
gorithmic techniques. According to Vapnik [56, 57] the process of learning from
examples includes three main components:

1. A set X of data vectors x drawn independently from a probability distribution
P(x). This distribution is assumed to be unknown, thus implying that there is
no control on how the data are observed [51].

2. An output y from a set Y, which is defined for every input x according to an
unknown conditional distribution function P(y | x). This implies that the rela-
tionship between the input data and the outputs is unknown.

3. A learning method (machine), which is able to assign a function fﬁ X =Y,
where f are some parameters of the unknown function.

The best function fg is the one that best approximates the actual outputs, i.e., the
one that minimizes:
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L fpldp(x.y) ®)

where LIy, fg(x)] is a function of the differences between the actual output y and the
estimate f3(x),' and P(x,y) = P(x)P(y | x) is the joint probability distribution of x
and y. However, this joint distribution is unknown and the only available information
is contained in a training set of m objects {(x1,y1),. ., (Xm,¥m) }» which are assumed
to be generated independently from this unknown distribution. Thus, the objective
(8) is substituted by an empirical risk estimate:

1 m
—~ ;L[yhfﬁ (xi)] ©)

For a class of functions f3 of a given complexity, the minimization of (9) leads
to the minimization of an upper bound for (8).

A comparison of (2) and (9) shows that PDA and statistical learning are con-
cerned with similar problems from different perspectives and focus (for a discussion
of the similarities and differences of the two fields see [14,62]).

5.2 Regularization and Robustness in Learning Machines

In the context of data mining and statistical learning, robustness is a topic of fun-
damental importance and is directly linked to the theory in these fields. Robustness
in this case has a slightly different interpretation compared to its used in MCDA.
In particular, from a data mining/statistical learning perspective robustness involves
the ability of a prediction model (or learning algorithm) to retain its structure and
provide accurate results in cases where the learning process is based on data that
contain imperfections (i.e., errors, outliers, noise, missing data, etc.). Given that the
robustness of a prediction model is related to its complexity, statistical learning has
been founded on a rigorous theoretical framework that connects robustness, com-
plexity, and the empirical risk minimization approach.

The foundations of this theoretical framework are based on Tikhonov’s regu-
larization principle [54], which involves systems of linear equations of the form
Ax = b. When the problem is ill-posed, such a system of equations may not have a
solution and the inverse of matrix A may exhibit instabilities (i.e., A may be singu-
lar or ill-conditioned). In such cases, a numerically robust solution can be obtained
through the approximate system Ax = b, such that the following function is mini-
mized:

IAx —b||* + A||x|| (10)

! The specification of the loss function L depends on the problem under consideration. For instance,
in a regression setting it may correspond to the mean squared error, whereas in a classification
context it may represent the accuracy rate.
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where A > 0 is a regularization parameter that defines the trade-off between the
error term ||Ax —b||? and the “size” of the solution (thus controlling the solution for
changes in A and b).

With the introduction of statistical learning theory Vapnik [56] developed a gen-
eral framework that uses the above idea to relate the complexity and accuracy of
learning machines. In particular, Vapnik showed that under a binary loss function,
the expected error E(f8) of a decision model defined by some parameters f3, is
bounded (with probability 1 — @) by:

hllog(2m/h) + 1] —log(a/4)

E(B) < Euny(B)+ an
where E;;, is the empirical error of the model as defined by equation (9) and 4 is
the Vapnik-Chervonenkis dimension, which represents the complexity of the model.
When the size of the training data set in relation to the complexity of the model is
large (i.e., when m/h > 1), then the second term in the left-hand side of (11) de-
creases and the expected error is mainly defined by the empirical error. On the other
hand, when m/h < 1 (i.e., the number of training observations is too low compared
to the model’s complexity), then the second term increases and thus becomes rele-
vant for the expected error of the model.

This fundamental result constitutes the basis for developing decision and pre-
diction models in classification, regression, and clustering tasks. For instance, as-
sume a binary classification setting where a linear model f(x) = wx — ¥ should
be developed to distinguish between a set of positive and negative observations.
In this context, it can be shown that if the data belong in a ball of radius R, the
complexity parameter /4 of a model with ||w|| < L (for some L > 0) is bounded as
follows [56,57]:

h <min{L’R* n} +1 (12)

Thus, with a training set consisting of m positive and negative observations (y = 1
and y; = —1, respectively), the optimal model that minimizes the expected error can
be obtained from the solution of the following convex quadratic program:

. l m
min §||WH2+CZ o;
i=1

st yi(wxi—y)+0;>1  VYi=1,....m (13)
0, >0 Vi=1,....m
w,Y€R

The objective function of this problem is in accordance with the Tikhonov regu-
larization function (10). In particular, the sum of classification errors o7, ..., Gy, is
used as a substitute for the error term ||Ax — b||? in (10), whereas the regularization
parameter A in (10) is set equal to 0.5/C. The minimization of ||w||? in the objective

1 Although this is not a restricted assumption, as the theory is general enough to accommodate
other loss functions as well.
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function of the above problem corresponds to the minimization of the complexity
bound (12), which in turn leads to the minimization of the second term in the error
bound (11). On the other hand, the minimization of the sum of the classification
errors corresponds to the minimization of the empirical error E,),.

This framework is not restricted to linear models, but it also extends to nonlin-
ear models of arbitrary complexity and it is applicable to multi-class problems [6],
regression problems [9,39], and clustering problems [2]. Similar, principles and ap-
proaches have also been used for other types of data mining models such as neural
networks [17].

The development of data mining and statistical learning models with optimiza-
tion with mathematical programming techniques has received much attention [43].
In this context, robust model building has been considered from the perspective of
robust optimization. Bertsimas et al. [3] expressed a robust optimization model in
the following general form:

min  f(x)
st g(xw) <0  Vwel,i=1,...,m (14)
xecR

where x is the vector of decision variables, u; € R¥ are perturbation vectors associ-
ated with the uncertainty in the parameters that define the constraints, and U; C R*
are uncertainty sets in which the perturbations are defined (for an overview of the
theory and applications of robust optimization in design problems see [36]). For
instance, a robust linear program can be expressed as follows:

min ¢’ x
s.t. aiTxgb,- Va,e U, i=1,....m (15)
xeR

where the coefficients of the decision variables in the constraints take values from
the uncertainty sets U; C R”. Thus, a constraint a,Tx < b, is satisfied for every a; € U;
if and only if max,,c1,{a; x} < b

The framework of robust optimization has been used to develop robust decision
and prediction models in the context of statistical learning. For instance, assuming
that the data for observation i are subject to perturbations defined by a stochastic
vector §; from some distribution, bounded such that ||§;||> < 1;, the constraints of
problem (13) can be re-written as:

Yi[w(xi+6;) =y +0; > 1 (16)

Such methodologies for developing robust learning machines have been presented
in several works (see for instance [48, 55, 63, 64]). Caramanis et al. [8] as well as
Xu and Mannor [65] provide comprehensive overviews of robust optimization in the
context of statistical learning and data mining.
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5.3 Applications in MCDA Disaggregation Approaches

The principles and methodologies available in the areas of data mining and statis-
tical/machine learning have recently attracted interest for the development of en-
hanced approaches in MCDA. In this context, Herbrich et al. [27] explored how
the modeling approach described in the previous section can be used to develop
value function models in ordinal regression problems and analyzed the generaliza-
tion ability of such models in relation to the value differences between alternatives
in consecutive ranks.

Evgeniou et al. [15] also examined the use of the statistical learning paradigm in
an ordinal regression setting. They showed that the development of a linear value
function model of the form V (x) = wx that minimizes ||w]||> leads to robust results,
as the obtained model corresponds to the center of the largest sphere that can be in-
scribed by preferential constraints of the form w(x; —x;) > 1 for pairs of alternatives
such that x; > x;.

Doumpos and Zopounidis [13] followed a similar approach for the development
of additive function functions using the L; norm for the vector of parameters of
the model. Thus, they augmented the objective function of problems (6)—(7) con-
sidering not only the error variables, but also the complexity of the resulting value
function. Through this approach, they described the relationship between the accu-
racy of the decision model and the quality of the information provided by the ref-
erence data. Empirical analyses on ranking and classification problems showed that
the new formulations provide results that best describe the DM’s preferences, are
more robust to changes of the reference data, and have higher generalization perfor-
mance compared to existing PDA approaches. A similar approach for constructing
additive value functions was also proposed by Dembczynski et al. [11] who com-
bined a statistical learning algorithm with a decision rule approach for classification
problems.

Except for functional decision models, similar approaches have also been used
for relational models, which are based on pairwise comparisons between the alter-
natives. For instance, Waegeman et al. [62] used a kernel approach for constructed
outranking decision models and showed that such an approach is general enough to
accommodate (as special cases) a large class of different types of decision models,
including value functions and the Choquet integral. Pahikkala et al. [42] extended
this approach to intransitive decision models.

6 Conclusions and Future Perspectives

PDA techniques greatly facilitate the development of multicriteria decision aiding
models, requiring the DM to provide minimal information without asking for the
specification of complex technical parameters which are often not well-understood
by DMs in practice. However, using such a limited amount of data should be done
with care in order to derive meaningful and really useful results.
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Robustness is an important issue in this context. Addressing the robustness con-
cern enables the formulation of recommendations and results that are valid under
different conditions with respect to the modeling conditions and the available data.
In this chapter we discussed the main aspects of robustness in PDA techniques and
provided an up-to-date overview of the different lines of research and the related
advances that have been introduced in this area. We also discussed the statistical
learning perspective for developing robust and accurate decision models, which has
adopted a different point of view in the analysis of robustness compared to MCDA.

Despite their different philosophies, PDA and statistical learning share common
features and their connections could provide further improved approaches to robust
decision aiding. Future research should also focus on the further theoretical and em-
pirical analysis of the robustness properties of PDA formulations, the introduction
of meaningful measures for assessing robustness, and the development of method-
ologies to improve the robustness of models and solutions in decision aid.
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Abstract. Multicriteria Disaggregation - Aggregation (D-A) approaches results
to the estimation of Decision Makers’ preference models (usually of additive
value) through interactive procedures, where the global preferences of DMs are
analysed. The low robustness of preference models, presented in many cases,
can be the result of the ill-structured problem formulation or can reflect the real
thoughts of DMs. The case of collaborative decision making presents more
complicated situations. This research work describes the use of visual
techniques based on 3d graphs and a set of indexes, which can be used for
picturing and comprehension of the low robustness in collaborative decision
making problems. Also, the frame of feedbacks which can be utilised for the
reducing and the exploitation of the low robustness is described and illustrated
through a case study.

Keywords: Multicriteria Decision Aid, Collaborative Decision Making,
Robustness Analysis

1 Introduction

The cases of collective decision making is more complex than to the individual ones,
given that, the different perspectives increase the ill-structured nature into decision
problems of the real world. Multicriteria Disaggregation Aggregation (D-A)
approaches for discrete alternative actions aim to the estimation of preference models
(usually of additive value) based on Decision Makers (DMs) global preferences
[7][11].

The additive value model is described in the following formulae:
U(g) = X pui(g)
u(g)=0. ug)H=1, fori=1,2,.,n

Zpi =1
i=1
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pi=0, fori=1,2,..,n

where:

o g=(g, g, ..., g is the evaluation vector of an alternative action on
the n criteria,

e g.and gi* are the least and most preferable levels of the criterion g;
respectively and

o ui(g), p; are the value function and the relative weight of the i-th
criterion.

DM’s global preferences are expressed by rank-ordering (pre-ranking) of a
representative and familiar to the DMs subset of the alternative actions, called
reference set. Special Linear Programming (LP) techniques are utilised in order to
estimate an additive value model, that produces a ranking of the reference actions as
close as possible to the DM’s pre-ranking. The alternative actions of the reference set
are rearranged in such a way that a, is the head and ay is the tail of the ranking and for
every pair of consecutive actions (an,, am+1) holds, either a,Pan.. (preference) either
amlams1. For the estimation of the additive value model, UTA methods solve the
following LP problem:

k

[min]F, F =2(c"(a) + 5'(a)
i=1

subject to

form=1, 2, ..., k-1

i%]pilli[gi(am)]' 6 (am) + 0 (ay) - [%[l)iui[gi(amﬂ)] -6 (@me1) + 0 (@me1)] 28 ifay P ap
or

2pivi[gi(am)] - o'(am) + 6 (an) - [Zpui[gi(@na)] - 6 (am-1) + 0 (an)1=0 if ap L ap.

i=1

Epi: 1
-1
pi= 0, fori=l,2,.,n

c'(a) =0, o(a) =0, forj=1.2,..,k
where 0 is a small positive number; g;(a,,) the evaluation of the a,, action on the i-m

criterion and u;[g;(an)] the corresponding marginal value; and 6+(a;), 6-(a;) the under
(over)estimation errors concerning the j-" action.

The results of the LP could be the estimation of:

1. One and only one solution indicating a robust preference model.
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2. Infinite solutions which are bordered into a hyper-polyhedron (low robustness). In
this case the beaten track is to move to post-optimal analysis in order to estimate a
mean solution of the LP. The most familiar approach for post-optimal analysis,
used in MINORA [13] and MIIDAS [12] systems, is oriented to the approximation
of a barycenter solution maximizing the weights of every one of the criteria [11].
This barycenter solution is used as the working preference model for the next steps
of D-A approach.

3. No solution, where the DM's preferences cannot lead to the estimation of a curved
hyper-polyhedron.

The case of low robustness is the most frequently observed. Many recent research
studies [5] focuses on the avoidance of low robustness, intervening into the initial
preferences of the DMs so as to increase robustness a priori. Low robustness can be
the result of bad structuring of the problem formulation (absence of one or more
criteria, non-rational evaluation of the alternative actions on the criteria, non effective
selection of the reference set etc.). In many cases, low robustness can be a mirroring
of what DM has really in his/her mind. Low robustness is not necessarily a bad
situation, since very useful information can be uncovered about DM’s preference
structure, through an in depth analysis and investigation of the estimated preference
model and the post-optimal analysis results.

The Disaggregation - Aggregation (D-A) approaches and especially UTA methods
can be applied in collective decision making situations, either by the construction of a
collective additive value preference model, incorporating techniques of the Social
Choice Theory (a priori aggregation of individual preferences) or by the estimation
and composition of the individual preference models [15],[16] (a posteriori
aggregation of individual preference models). The main target of D-A approach is not
to indicate the decision to be taken, but to support the analysis of the individual and
collective preference models. \this would lead to knowledge improvement about the
preferences' structure of the involved stakeholders, so as to support the actions of the
next step such as compromises and negotiations in a collective decision making
environment. Low robustness usually presented in the estimated preference models
(collective and individuals) increases the complexity of the process for the
approximation of collective preference models. Estimated preference models with low
robustness, on the one hand complicates the decision problem while on the other hand
helps the analysis of DMS preferences' structure and supports the negotiation
processes and the approximation of areas of convergence in sensitive points of the
decision space.

The interactive nature of D-A approach could be more strengthened by the
utilisation of the robustness analysis of the individual and collective estimated
preference models. Robustness analysis can enrich knowledge concerning the
preference attitudes of the DMs. This enrichment of the knowledge about the
preference structures of the involved stakeholders can trigger a set of interactive
feedbacks, which could be either simple adaptation of the problem formulation and
the DM's global preferences or more complicated ones leading to the refining of the
preference models, using additional preference information.

There are a lot of cases where D-A approaches were utilised in order to support
collaborative decision making, mainly in cases of small group of DMs. Spyridakos et
al [14] applied UTA II and Cook and Seiford model [4] in order to assess a common
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accepted value function, evaluating all the executive positions in a large organization.
Beuthe and Scanella [1] undertook an exhaustive analysis showing the relation
between the “quality” of results and the value of the parameters involved in the
different UTA methods. Kadzinski et al [8] proposed the concept of a representative
value function applied in robust multicriteria problems and solved with the aid of an
extension of UTAGMS and GRIP methods. Kerstens et al [9] develop geometric
representations of the mean-variance-skewness (MVS) portfolio frontier using the
shortage function and related approaches. Spyridakos and Yannacopoulos [15]
proposed the RACES software, incorporating the social choice functions for
aggregating individual rankings with MINORA [13] and MIIDAS [12] systems, in
order to assess value function(s), as compatible as possible with a collective ranking.

This research work is oriented on the Robustness analysis of the estimated
preference models for small group collaborative decision making. The main aim of
this study is to utilise the results of robustness analysis, in order to support the deeper
analysis of the different preference structures of the DMs participating into the
decision making and identify points or areas of differentiation and convergence. Also,
a set of new tools for the measurement and visualization of the preference models
robustness is proposed, in order to explain and survey the different attitudes of the
participating stakeholders. Through this process a comparison among the
stakeholders' preferences structures can be achieved. In addition, new interactive
feedbacks, triggered by the robustness analysis results, are designed and proposed
aiming to achieve a better convergence among the participating DMs.

The paper comprises an introduction and four sections. The additive value models
robustness analysis is presented in the second section as well as the way knowledge
can be extracted concerning the DMs' preferences status, who participate in
collaborative decision making. The third section includes a set of indexes and 3-D
visual techniques that support the robustness analysis of the estimated preference
models by UTA methods for collaborative decision making. The process is illustrated
in the next section through a real world case study, which are demostrates the new
interactive capabilities of the proposed approach for small group decision aid. Finally
conclusion and further suggestions are outlined in the last section.

2 Robustness Analysis of Collective and Individual Preference
Models

Spyridakos and Yannacopoulos [15] presented a methodological frame and a software
(RACES) for small group collaborative decision making, utilising the UTA STAR
Method [11]. The process includes two alternative paths. The first one concerns am a
priori aggregation of the individual global preferences to a collective pre-ranking of
the alternative actions exploiting one of the social choice functions [2],[3], [6].
Following that, the estimation of collective preference additive value models is
triggered, taking advantages from the collective pre-ranking. The second (a posteriori
aggregation of individual preferences) functions in the opposite direction, the
individual additive value models being estimated for every one of the individual pre-
rankings and then synthesised to a collective weighted one. The main aim of this
approach is to provide machanisms for the support of the analysis of the individual
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and collective preference models and to enrich the knowledge of the decision
problem and the structure of DM's preferences.

The estimated additive value models (Collective and Individual) present (in most
of the cases) low robustness. The post optimal techniques of MINORA and MIIDAS
systems are activated in cases of low robustness, aiming to approximate the convex
hyper-polyhedron of the LP solutions by applying one of the following algorithms:

e Maximisation of the criteria weights which leads to the estimation of a hyper-
polyhedron with at most n vertices (n the number of criteria).

e Maximasation and minimisation of criteria weights which leads to the estimation
of a hyper-polyhedron with at most 2n vertices.

e Manas-Nedoma [10] Algorithm which estimates all the vertices of the
hyperpolyhedron through a set of relating steps.

The mean solution (barycenter,Figure 1) is selected as a working solution for the
further exploitation.

Let be V' the vertices of the hyper-polyhedra of the individual preference models,
\'A ={pii’, pizt... pm‘} , 1=1..k (k the number of vertices) and n the number of criteria and
t=1...m, m the number of Decision makers and V; ={pii, pi2... Pen}, i=1...k the vertices
of the Collective Preference Model.

The barycenter solution is estimated by

Vi = (Db1', Pva' - Pon') Where
k

Py =( Zp;i)/k, j=1...n, t=1..m for the individual preference models
=1

and

Vb = (Po1, Pb2 - Pon) Where
k

poj =( Zp;)/k, j=1... n for the collective preference model.
=1

The robustness analysis and feedbacks provided in this work have two directions:

e to increase robustness in the individuals and collective preference models in order
to lead to a more stable decision making

e to determine significant factors of the preferences among the DMs which
differentiate them or common points thaat may be a starting point, triggering
convergences in a compromising process.

For the analysis, a set of indexes are used measuring the degree of robustness of
individual preference models:

A. The range between minimum and maximum values of the criteria weights
estimated by the post optimality analysis) for the t individual preference model is
estimated by

},I,it: (Max(pjit) — Mm(pﬂt)), i=1 ... k, _]:1 .o n, t=1..m.
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The index p;' is used in order to identify variations in the ranges of criteria weights
and is a major measure for the robustness.

B. The normalized Euclidean distances of the vertexes of the high dimensional
hyper-polyhedron.

D' = \/Z(piqt - prqt)2 /n yr=l.kandi#r, t=1..m
q=1
This index is used in order to identify vertices which are far away from each other.

C. The normalized Euclidean distance between the vertices of the hyper-polyedron
and the Barycenter.

D, = \/Z(pbqt —pl.qt)2 /n, i=l.nt=1.m
g=1

It is used for the comparison of the individual and collective preference models.

o
The splutisng
- Hyper-polhednon {3-d
MaxPu view fir 3 ~riterial
-—-ﬂr: ——————
T 7 i
o - B
wps ‘VA"‘ ¥
Vs
.y
The Baryeenter
[ B

Fig. 1. Geometric representation of Solutions hyper-polyedron for 3 criteria

D. Euclidean distance among the Barycenters (Mi) of the Individual Preference
Models

DM;; = \/Z(qui - piqj)z /n ij=1,2, r (r: Decision Makers)
q=1
E. Euclidean Distance among the Barycenters of the Collective preference Model
(MO) and the Individual ones (Mi).
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DM, = Z(qu —pbq’-)2 /n, i=1,2, r (r: Decision Makers)

g=1
By
Tnadnviabeal
. Preference Mol
o Hunmer-nalvAadron

Colleotive
Preferense Model
Hyper-polyhedron

Fig. 2. Individuals and Collective Hyper-polyhedra for three criteria

3 Robust Analysis through Visual and Interactive (RAVI)
approaches

The RAVI approach is tre product of the research effort to further supporting of the
interactive feature of D-A approach and constitutes one more way for the analysis of
the assessed additive value preference models. This robustness analysis operates in a
synergistic manner with the existing functions of MINORA and MIIDAS systems and
enriches the feedbacks and the interactivity of the preference models’ construction.
The aim of these feedbacks is to estimate more robust preference models with better
convergence among them. This can be achieved through processes that reduce the
volumes of the hyper-polyhedra (increase the robustness) and simultaneously
converge their centers, exploiting new preference information which can be derived
by the DMs for specific ranges of the Decision Space.

A crucial point of this process is to examine how the following questions can be
answered:

e How robust are the assessed individual preference models?
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e Which criteria make DMs more or less sensitive to changes?

e How far away lie the individual preference models into the decision space and
which are their major differences?

e Which criteria present higher or lower differentiations among the DMs.

e Which are the criteria with accepted regions of weights for all or the majority of
DMs.

The search for answers to the above mentioned questions can result in a set of
interactive processes aimed to assessing preference models that meet best the needs of
the examined case. The estimation of the previous indices as well as the visual 3-d
graphics of the RAVI system (new software developed for the needs of this research
work) can provide a frame to work, exploiting the results of robustness analysis. The
interactive processes can be one or more of the existing ones in the systems MINORA
and MIIDAS such as:

e The adaptation of problem formulation such as the criteria modelling, the
alternatives' evaluation on the criteria and the selection of the reference set.

e The reformulation of DMs preferences as they were expressed in the pre-ranking or
in the evaluation of the alternatives on the criteria.

In addition interactions can be implemented aiming to reduce the low robustness of
individuals and collective preference models in order to achieve a better convergence.
This includes two interactive processes. In the first one, through the analysis of the
indexes and the 3-d visualisation of the hyper-polyhedra, common ranges of the
criteria weights among the DMs can be identified. Following, lower ranges of the
criteria weights could be obtained, exploiting focused dialogues with the DMs
expressing their attitudes,. New conditions in the form of p;> q; and p;i < qjiy, i=l..n,
where [qi, q'i] are the new ranges of the criteria weights so as [qj; qji'] = (Max(p;) —
Min(p;)), i=1 ... k, j=I... n are inserted into UTA LP programme, which will lead to
the estimation of new preference for both individuals and collective models.
Therefore higher robustness and a better convergence among the DMs will be
achieved.

The second interactive process concerns the estimation of inter-priorities of the
criteria weights either for a couple of criteria, a subset or all of them. This is easily
achieved by utilizing a small set of virtual or real alternative actions very carefully
selected in order to efficiently determine preferences concerning the importance of the
criteria by the individual DMs. The additional preference information acquired by the
DMs can support the identification of priorities between two or more criteria and
enrich the UTA linear Programmes with one or more conditions in the form:

pi > pj, 1,j=1...n and i#j, in preference models where the intersection of the criteria
weights ranges is not null.

The estimation of the new preference models is expected to be more robust,
leading to a shrinking of the hyper-polyhedra.

The above described interactive feedbacks can be implemented for these
preference models that exhibit low robustness and high range of the criteria weights.
The main target of this process is to shrink the Hyper-polyhedra through a refining
process where the global preferences of the DMs cannot be changed.
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Assessment of indivi dual and collaborative preference models (aprion and
a posteron aggregation of individual preferences)

=

Presentation of the preference models (marg nal utiliies, marginal values, gobal
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@
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|dentification and implementation of feedbacks concerning:
a) Adaptation of problem formulation.

b) Change of DNs' global preferences

Fig. 3. Steps of the Preference Models Robustness Analysis and Feedbacks

9

The system RAVII includes a set of graphical presentations which facilitates the
picturing of the robustness of the estimated preference models. Specifically it

enables:

o Presentations in three-dimensional form of the hyper-polyhedra for three criteria,
which are selected by the user in an interactive manner.
o Rotation of the hyper-polyhedra both horizontally and vertically, so as the DM can
have full view of their shape, using polar coordinates and a set of scroll bars which
allow the change of the view position.
e Calculation and presentation of Robustness indices in tables beside the graphic

presentations,

Figure 2 presents the four steps of the proposed process. In the first we estimate the
preference models (individuals and collective) and in the second stage the we present
and analyse the results to the DMs similarly to the way we adopt in MINORA and
MIIDAS systems. Provided that , the results will be clear and understandable to DMs
we can move forward in the robustness analysis. The next two steps involve the
robustness analysis of the estimated preference models and the identification and
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implementation of feedbacks with the procedures described above for the assessment
of new individual and collective preference models. Through the new preference
models we intend to achieve higher robustness and possible better convergence
among DMs preference models.

4  Illustration Example

The proposed methodological approach will be presented through an example
concerning the job evaluation (positions of authority). The evaluation was
commissioned by four experts (Decision Makers) and their duty was to evaluate 25
jobs (p-1, p-2, , .., p-25). For the evaluation of the jobs the committee used 6 criteria
(qualifications required by the position holder, the staff, decisions taken, multiplicity
of the tasks, responsibility of the position and budget handling). From a set of 25
positions, 13 were selected as a reference set and the DMs rank-order them separately,
expressing their global preferences. Also, a collective ranking was calculated using
the Borda function, a simple and credible method for the purposes of this illustration
(Table 1).

Table 1. DMs' pre-rankings (global preferences) and collective raking (Borda

Social Choice function)

Jobs DM1 DM2 DM3 DM4 Collective
p3 1 2 4 6 3
P13 2 1 2 1 1
P7 3 3 1 2 2
P17 4 4 3 3 4
P4 5 6 5 7 5
P22 6 5 7 5 5
P16 7 7 8 9 7
P10 8 8 6 4 6
P6 9 9 10 8 8
P18 10 10 11 10 9
P23 11 11 12 11 10
P9 12 12 9 13 11
pl9 13 13 13 12 12

The four individual additive value models were estimated as well as the collective
utilising the DMs' pre-rankings and the collective one. Table 2 presents the weights of
the assessed individuals and collective preference models (minimum, maximum and
average weights) as well as an index p indicating the robustness measurement. Figure
3 presents in 3-d graph, views of the hyper-polyhedra where M is the barycenter of
the collective preference model and M1, M2, M3, M4 the barycenters of the
individuals ones.

Table 2. Criteria weights (after Post Optimal Analysis) for individuals and
collective preference models

Crite- DM (weights) DM2(weights) DM3 (weights)
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ria
min Mean max ! min mean max s min mean  max i
Crl 0 0.036 0.211 0.121 0 0.023 0.121 0.054 0.398 0.426 0.452 0.054
Cr2 0 0.12 0.282 0.279 0 0.135 0.279 0.016 0.144 0.152 0.16 0.016
Cr3 0.211 0.257 0.333 0.115 0.112 0.189 0.227 0.052 0.162 0.198 0.214 0.052
Cr4 0.198 0.266 0.336 0.093 0.217 0.244 0.31 0.032 0.058 0.074 0.09 0.032
Cr5 0.158 0.189 0.264 0.096 0.167 0.223 0.263 0.044 0.105 0.127 0.149 0.044
Cr6 0 0.131 0.199 0.171 0.14 0.187 0311 0.002 0.032 0.033 0.034 0.002
Criteria DM4 (weights) Collective (Borda)

min mean max min mean max uily

Crl 0.058 0.058 0.058 0.051 0.061 0.165 0.114

Cr2 0.275 0.275 0.275 0.03 0.185 0.279 0.249

Cr3 0.081 0.081 0.081 0.115 0.184 0.231 0.116

Cr4 0.102 0.102 0.102 0.165 0.191 0.22 0.055

Cr5 0.227 0.227 0.227 0.178 0.204 0.235 0.057

Cr6 0.257 0.257 0.257 0.114 0.173 0.23 0.116

4o
U»l

Fig. 4. 3-D views of individuals and collective hyper-polyedra before the post
analysis feedbacks (Color Lines (Blue - DM 1, Green - DM 2, Orange -
DM3, Coral DM 4, Red - Collective).

The analysis of the robustness brings to the fore some interesting results. DM4

preference model is totally robust, while all the others present a high level of low
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robustness. The higher low robustness presented in DM 1 followed by DM 2. The
preference structures of DM1 and DM2 are quite close to each other which is pictured
in the 3-d graph and the distance among their barycenters is small. Opposite, DM3
and DM4 seem to be differentiated from the first two DMs. For the needs of the

presentation of the proposed approach, the focus will centre on DM3 given that:

The assessed preference model of DM3 has some inconsistencies with the pre-
ranking since alternatives p-6 and p-16 are ranked in other positions in relation to
what DM ranked them (Figure 5).

Table 3. : Euclidean Dinstances of the BaryCenters

Barycenters Euclidean Distance Euclidean Distance
(before Feedback (After FeedBacks)
Ml -M 0.0546 0,0436
M2 -M 0.03353 0,03517
M3-M 0.17004 0,13662
M4-M 0.07561 0,076
M1-M2 0.00987 0,00456
M1-M3 0.20613 0,10703
M1- M4 0.0999 0,08348
M2-M3 0.21308 0,13863
M2-M4 0.05674 0,06275
M3-M4 0.22312 0,20535
# Profile of the Decision Maker's Preference Model
“hoies
o ~4 g E = O1dinal Regression Cuve
Q- B === @ g 1 I @ & A /P I
2 T A |
3 I i
DR[AAct [GU. [MR. [Cver|Und o :
ZH.;—? 716 1 i b at Lo [
[2 [2 13 622 2 0000, ab T |
(2 |3 p17 620 3 . " R R R
(4 |4 p3 539 4 k6 I I/I . |
|5 |5 p4 583 5 5 : !.2 I < I
|6 |6 p-10 541 B 0000, o e T
7|7 w2 538 7 PR 9 I [
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ERERE] 425 10 " il e :
[13] 10 6 503 3 . Loig 10 I 1/ R I I
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Fig. 5. Additive value model and ordinal regression curve for DM3 (Initial)
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The Hyper-polyhedron of DM3 is far away from the hyper-polyhedra of the other
DMs (Figure 4) and the collective one. Moreover, the distance of the Barycenter of
DMS3 is higher from the Collective Preference Model (0.17004) as well as from all the
other DMs preference models (0.20613, 0.22803 and 0.22313 correspondingly)
(Table 3). On the other hand DM3 seems to have a level of convergence with DM1
and DM2 in criterion2, since the intersection of the weights ranges is [0.144, 0.16].
The same is presented into other criteria but in a pair-wise manner. The above lead us
to re-examine the case of DM 3.

05 —~

Z AXis

0.2

04 /

05 /
0.6

o

0.

Fig. 6. 3-D views of individuals and collective hyper-polyedra, after the post
analysis feedbacks (Color Lines (Blue - DM 1, Green - DM 2, Orange -
DM3, Coral DM 4, Red - Collective).

An extensive dialogue was initiated with the DM3 trying to explain the
inconsistencies of the estimated individual preference model, the low robustness and
the high differentiation from the other DMs. The dialogue led to an alternation of
DM3 global preferences, which resulted in the estimation of a new collective ranking
(Table 4) and a new preference model of DM3, impacting also the new collective
model (Figure 5). Also, another dialogue took place with DM1, DM2 in order to
check the acceptance of the extreme (min, max) weights of Criterion 2. The dialogues
point out to more strict ranges of the criteria weights for these two DMs. In our
illustration example the new ranges of the weight for criterion 2 are [0.12, 0.2] and
[0.1, 019] for DM1 and DM2 correspondingly. These conditions were inserted into
the LP of UTA method and new preference models were estimated. These
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interventions bring out the estimation of new ranges of criteria weights, without
affecting the final ranking of alternative actions. This constitutes a tool to bring
closer the DMs preferences structures without changing their essential global
preferences and the calculated ranking by the preference models. The new results
presented in Figure 6 and Table 4 provide a better robustness of the preference
models as well as convergence of the individual preference models.

Table 4. Criteria weights for individuals DM 1, DM2 and DM3 after feedbacks

Crite- DMI1 (weights) DM2(weights) DM3 (weights)
ria
min mean max ;! min mean max )’ min mean  max i

Crl 0 0.034 0,2 0.2 0 0.0271 0.117 0.117 0.262 0.2767 0.321 0.059
Cr2 0.12 0.15 0.2 0.08 0,1 0.1452 0,19 0.09 0.123 0.156 0.195 0.072
Cr3 0,22 0.239 0,3 0.08 0.12 0.189 0.214 0.094 0.3106 0.328 0.343 0.0324
Cr4 0.211 0.256 0.321 0.11 0.23 0.254 0.301 0.071 0.143 0.158 0.169 0.026
Cr5 0.158 0.195 0.264 0.106 0.175 0.226 0.251 0.076 0 0.0221 0.053 0.053
Cr6 0 0.126 0.167 0.167 0.14 0.158 0.289 0.149  0.032 0.056 0.091 0.059

5 Conclusions

The proposed approaches for handling preference models with low robustness provide
new capabilities for the DMs' profiling in collaborative decision making. The
interactivity in the processes for the estimation of the individual and collective
preference models can be more efficiently supported, provided the knowledge of the
preference structures is improved. In the case of collective decision-making, finding
a better level of convergence among participants is often requested in order to avoid
unpleasant situations, delays and cost increases. The visualization of the robustness
and the comparison of the individual preference models with the collective one can
provide an easy way to picture and contrast profiles of preference. The new feedbacks
are included in the systems MINORA and MIIDAS for increasing the robustness of
individual preferences models and convergence among them, as well as for impoving
the interactive nature of D-A approach to collective decision-making environment.
There is a lot of work that remains to be done yet, since robustness analysis of the
preference models opens new promising directions for further development of the
interactive nature of D-A approaches. Also, a lot of opportunities emerge from the
exploitation of robustness in collective decision making and particularly in situations
where conflicts among the stakeholders must be resolved. We address these
unresolved in our future research undertakings.
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Abstract. In this work we propose a methodology based on the pro-
cess mining approach to discover coordinated patterns of behavior in
a customer service request handling process. We analyze a real dataset
containing events from an incident and a problem management informa-
tion system, and deliver results that eventually can raise the capacity of
the company to manage the process. The core of the work comprises the
looking for coordinated patterns among involved actors, a discrepancy
analysis and a robust classification technique.

1 Introduction

Customer service request handling is a reactive business process that is triggered
when a customer submits a service request to the help desk of a company. It
has been identified as a core function of modern organizations, due to its tight
relationship with their marketing function [1]. Establishing a service response
capability includes a number of actions [2], like creating a service response policy,
setting guidelines for communicating with outside parties regarding customer
requests, selecting a team structure and staffing model, establishing relationships
between the help desk team and other groups, both internal (e.g., technical
support teams) and external, determining what services the incident response
team should provide and staffing and training the incident response team.
There are multiple factors that affect the complexity of the process, such as
the number of support teams involved, the organizational hierarchy, the number
of products / product categories being served, special business rules etc. Due
to the complexity of this process, special IT systems are often employed. A
common practice reference model that introduces standard best practices for IT
service management is the Information Technology Infrastructure Library [3].
Nevertheless, the processes described in ITIL are deliberately non-prescriptive.
In practice, the actual behavior can significantly vary, not just according to the
organizational implementation but because of a plethora of other implementation
parameters as well (e.g. the resource performing the activities). Process mining
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[4] is a promising approach to expose the real behavior of the process from IT
systems’ logs.

The process mining approach has recently attracted researchers for the ser-
vice request management process analysis [5]. Since the respective process takes
place in a highly flexible environment, multiple techniques are typically combined
to deliver a solution. In [6], authors propose a combination of trace clustering and
text mining to enhance process discovery techniques with the purpose of retriev-
ing more useful insights from process data, while in [7] process mining is used to
assess whether a business process is implemented according to ITIL guidelines.
In this work we propose a methodology based on the process mining approach
to discover coordinated patterns of behavior in a customer service request han-
dling process. The process perspective is a necessary dimension of the proposed
methodology, since ordinary data mining techniques would fail to capture the
sequencing of the related events. Eventually, the results of this methodology can
be used to raise the capability of the company to handle service requests by )
establishing more robust response policies and procedures and ) aid the teams’
structure decision, including outsourcing considerations. The basic steps of the
proposed methodology is to arrange data with a process perspective (yet over
multiple views), to draw the pertinent social networks, to perform a discrepancy
analysis for the observed behavioral variation, and to apply a robust classifi-
cation technique to explain the factors affecting the behavior and to deliver a
predictive model for undesired behaviors as well.

2 Case Study

2.1 Description of the Case and the Dataset

Volvo IT Belgium provided a dataset® from its information system that sup-
ports the incidents management for the 2013 edition of the BPI challenge. The
dataset contains events from an incident and a problem management informa-
tion system. The primary goal of the incident management process is restoring a
customer’s normal service operation as quickly as possible when incidents arise
ensuring that the best possible levels of service quality and availability are main-
tained. The dataset contains 65533 timestamped events related to the incident
management process. Fach record contains a number of variables such as the
unique ticket number of the service request, the impact of the case (a measure
of the business criticality of the incident), the case status (queued, accepted,
completed or closed) and sub-status (assigned, awaiting assignment, cancelled,
closed, in progress, wait or unmatched), the business area of the user reporting
the incident, the technology-wise division of the organization, the support team
that will try to respond to the service request and the location that takes the
ownership of the support team.

The process is roughly the following: A customer submits a service request.
The process reactively triggers a “first line” response, in other words, the Service

3 d0i:10.4121/500573e6-accc-4b0c-9576-aa5468b10cee
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Desk or the Expert Help Desk tries to resolve the issue. When this is not possible,
the case should be escalated to Second Line and/or Third Line teams. The quick
resolution of the issue is defined within Service Level Agreement of the company.

2.2 Description of Patterns

There is an announced policy of the company that most of the incidents need
to be resolved by the first line support teams (mainly service desks). This is
called “Push to Front” tactic and it is mostly a matter of efficiency. Pushing to
Front, allows the 2nd and 3rd line support teams to focus on their special, more
demanding tasks (usually not related to customer service support). Unless this
tactic is consistently applied a lot of ’easy’, big volume cases will end up in those
lines. The definition of push to front in this paper refers to the case when the 1st
line support teams can resolve the service request without interference of a 2nd
or 3rd line support team. As such, pushing to front is an important coordinated
pattern that may arise during the process execution.

Besides pushing work towards the front, any team upon receiving a task
can either try to resolve the issue by itself or hand over the task to another
team (of the same or of another line). Handover of work is an ordinary action,
however if this is excessively used it may have an inadmissible effect on process
efficiency. Namely, extensive handover may reveal dodging or deferring behavior.
The opposite (extensive takeover) may also reveal some undesired elements like
lack of collaboration mentality of lack of knowledge transferring. Therefore, the
inter-team handovers may also include coordinated patterns of (social) behavior.

A special case of handover of work is when support teams send the same
case to each other again and again. We shall call this undesirable situation “Ping
Pong”. The definition of “Ping Pong” that we use in this work is that a Ping
Pong occurs when a support team is revisited during the case, after it has passed
the work to another team. However, we count a single Ping Pong per support
team, even if this is revisited multiple times. This definition allows for a numeric
representation of the Ping Pong behavior (a case may have multiple Ping Pongs,
yet attributed to different teams). Ping Pong is also an undesirable coordinated
behavior that may affect significantly the process performance.

3 Looking for Patterns

The dataset in its original format contains a list of timestamped events. It is
quite hard to elicit patterns of behavior from within this format, since the se-
quencing of events and their aggregation per case are not exploited. Therefore,
the leading step is to reach a process perspective for the dataset. In particular,
the methodology unfolds in the following stages:

1. Commit data to process format

(a) Control flow-wise (trajectories of status / substatus changes)
(b) Social-wise (transactions among support teams or lines)
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2. Discover the process map and check the flows.

3. Get the social networks for the social-wise process view and analyze social
behavioral patterns

4. Perform a discrepancy analysis to analyze how the state sequences are related
to one or more covariates

5. Apply a robust classification technique for both explanatory and predictive
purposes.

3.1 Control Flow-wise Patterns

Control flow refers to how the status / substatus of a case changes during its
lifecycle. There are 13 distinct alternatives for the status / substatus of a case
(presented in Table 1). Although the set of activities (status changes) is small, we
noticed that there are 2278 different variants of the same process (for a dataset
of 7554 cases). Out these 2278 variants, just 88 have a frequency higher than
100, while the dominant variant represents just a 23% of total cases, a fact that
confirms that the process environment is highly flexible.

Since there is no strict sequencing rule, discovering an exact behavior would
not reflect the real situation, and would probably be of little importance. In
general terms, cases go from some Accepted substatus to either a Completed
substatus or to Queued. In the latter option, the case returns to an Accepted
substatus. A process map is depicted in Fig. 1, where some labels for performance
measures are printed. In particular, the heavier the weight of an edge, the worst
its performance. The illustration has been created using Disco®) [8] and it is
a direct way to visualize the process’ bottlenecks. The largest delays happen
between Completed-Resolve and Completed-Closed (7.2 days), Accepted-Wait
User and Completed-Resolve (5.3 days) and Accepted-Wait Implementation and
Completed-Resolved (4.7 days). It is also interesting to regard that there is a
meantime of 4.3 days between the Completed-Closed status and the Accepted-
In Progress status, a fact that indicates that some cases are closed only to be
re-inititiated after 4-5 days.

l Status [ Substatus
Accepted Assigned, In Progress, Wait, Wait-User, Wait-Customer,
Wait-Implementation, Wait Vendor
Queued Awaiting Assignment
Completed In Call, Resolved, Closed, Cancelled
Unmatched Unmatched

Table 1: Status and Substatus alternatives
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55555

Fig. 1: Process Performance Map

3.2 Social-wise Patterns

First of all, we need to evaluate the “Ping Pong” and the “Push to Front” patterns
for each case, based on the descriptions of section 2.2. To this end, the following
R [9] script was developed.

#---Evaluate Ping Pong behavior---

PingPong<-c();

#...Loop over traces....(traces contain Support Teams as activities)
Rle<-rle(traceRow)

#Does the case Ping Pong?
PingPong<-c(PingPong,sum(duplicated(Rle$values)))

#---Evaluate Push to Front behavior---
PushtoFront<-c();
#...Loop over traces....(traces contain Lines as activities)
Rle<-rle(traceRow)
#Does the case Push to Front?
if (Rle$values[1]=="1st" & length(tempRle$values)>1){
PushtoFront<-c(PushtoFront,0)
}else {
PushtoFront<-c(PushtoFront,1)
}

As expected, both behaviors have a negative effect on the case duration.
Figure 2 illustrates these effects for the mainstream cases (outliers, i.e. cases
that last more than 50000 minutes are removed). While for Push to Front a
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binary variable is sufficient, for Ping Pong a numerical scale is preferred. An
illustrative argument for this choice is presented in Fig. 3. In this point we shall
remind that a Ping Pong is assigned per team, i.e., even if a pair of teams
handover their work multiple times during a case, that will still count for two
(one for each team that is revisited).

40000 50000
L

30000
L

Duration in minutes
Duration in minutes

20000
L

10000
L

Push to Front i s Bl
Ping Pongs during case

(a) Duration of cases that Push to (b) Duration of cases over the num-
Front (1) or not (0) ber of Ping Pongs they contain

Fig.2: The effect on case duration

4 Analyzing the Relevance of Factors

4.1 Discrepancy Analysis

In a case evolving framework, discrepancy measures the between-case variabil-
ity of the case lifecycle trajectories. Therefore, higher discrepancy, for example,
would reflect a greater level of uncertainty about the path followed by the cases.
The discrepancy of sequences will be defined from their pairwise dissimilarities.
Perhaps the most popular dissimilarity measure used for sequence analysis is the
generalized Levenshtein distance. It is defined as the lowest cost of transform-
ing one sequence into the other by means of state insertions—deletions and state
substitutions.

In this section, we integrate the sequence discrepancy analysis with the re-
gression tree method introduced in [10]. The intuition of this regression tree
method is the following: Start with all cases grouped in an initial node. Then,
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(a) Single Ping Pong (b) Double Ping Pong

M192nd
13

(¢) Multiple Ping Pong

Fig. 3: A numerical scale for the Ping Pong behavior is preferable

recursively partition each node using values of another variable. At each node,
the variable and the split are chosen in such a way that the resulting child nodes
differ as much as possible from one another or have, more or less equivalently,
lowest within-group discrepancy. The process is repeated on each new node until
a certain stopping criterion is reached. For the implementation of this method,
we used the TraMineR [11] package of R.

As illustrated in Fig. 4, both social patterns (Push to Front and Ping Pong)
result in clustered behaviors. In particular, the first split is among cases that
Ping Pong or not (0 and greater than 0). Cases of the later category (no Ping
Pong) last significantly less and visit a lot less frequently the “ Queued” status.
At the second level, leftmost the split is among cases that Push to Front (>0)
and not (0). We regard that cases that Push to Front reach a “ Completed” status
earlier, and that their average duration is smaller. The rightmost split is again
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based on the Ping Pong behavior, but this time the critical value is two. Cases
that Ping Pong more than twice spend an important percentage of their lifetime
in a “Queued” status, and are naturally prolonged.

Root
n: 7554 s2: 3.6
Accepted Global quality
M completed Pseudo F: 1114.9 ***
Pseudo R2: 0.307 ***
B Queued Levene: 509.58 ***
[] Unmatched

Split: PingPongST R2:0.205
<=0 >0
n: 6296 s2: 2.19 n: 1258 s2: 6.01

<=0
n: 1325 s2: 2.51

>2
n: 411 s2: 7.59

Fig. 4: Discrepancy Analysis for cases lifecycle trajectories

4.2 Binary Classification

Support Vector Machines (SVM) is one of the most well-known supervised clas-
sification algorithms. It was originally proposed by Vapnik [12]. The intuition
of SVM is that the goal is to get an hyperplane that optimally distinguishes
two classes of data. The major advantage of SVM is its minimal generalization
error (at least in the case of binary classification - two classes of data) reached
computationally efficiently. The SVM is one of the most applied algorithm of
robust optimization in data mining. For a thorough exploration of theoretical
and practical issues, we cite the classic work [13] and the works of Trafalis et al.
[14] and Xu et al. [15]. We used 10-fold cross validation on a training data set
of case-label pairs (z;,v;),i =1,...,7, where z; € ®"and y € {—1, 1}7. Number
7 indicate that seven factors (Country, Impact, Line, Function, Organization,
number of Events and Push to Front) were examined to predict the Ping Pong
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behavior. We used a linear kernel, as implemented by the LIBSVM library [16].
The overall accuracy of the model (for all folds, both classes) was 89.48%, but
what is more important is to try to explain the factors that appear to be the
most critical. According to [17], in linear SVMs, the use of w? can be justified as
a feature ranking criterion. Therefore, the following interesting points emerged:

— We identified that there are 3 countries (China, Sweden and U.S.A.) whose
support teams are more prone to Ping Pong.

— The impact of cases does not appear to have an effect

— Ping Pong appears the most when cases are initiated in the front line.

— There are some particular Function Divisions and Organizations that are
more prone to Ping Pong behavior

— Pushing to Front seems to have a negative impact

— As expected, the number of events per case is the most critical predictor of
Ping Pong behavior

Overall, this paper applied a process mining approach to explore a real case study
with the goal to provide insights to this implicit business process and to raise the
capability of the company to handle service requests. The results presented in the
previous sections allow the company to reach evidence-based response policies. In
addition, since the identified issues are localized (certain support teams, certain
divisions etc.), the evidence provided could aid company’s decision about the
teams’ structure.
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9° IEXXM: H Zvufolsj e Xnukis Miyyovueig oty Agipopo Avarroén

EIIIAOTH EYPQYXTOY XAPTO®YAAKIOY EIIENAYTIKQN EXEAIQN ME
MAOHMATIKO IPOTPAMMATIEMO

I'. Moavporag, O. Illetoak, B. llanna
Epyaostipro Biopnyavikng & Evepyelakng Owovopiag, yoAn Xnukaov Mnyovikov, E.MLIT,
Hpowv [Molvteyveiov 9, Zoypdpog, 157 80 Abnva

NEPIAHYH

211 cLYKEKPUEVT epyacio peAeTdtal TO TPOPANUO TNG EMAOYNG XAPTOPLAOKIOV ETEVOVTIKAOV
oxedlov v €va g0pog mpovimoroyiopov. Ta emevoutikd oo a&toloyodvionr HECH
TOAVKPUTNPIOKNG OVAALONG KOl HEC® TG TPOKVITOVCHS TOAVKPLTNPIOKNG EMO00NG
CUUUETEYOVV OTI MO OVTIKEWWEVIKT] cLVAPTNOT ToV TTpoPAruatog. To mpoPAnua tiBetor wg
npoPAnpa Axépatov IIpoypaplaTiopo) Le OVTIKEWEVIKEG GUVOPTHCELS T LEYIGTOTOINGN TG
TOAVKPLTNPIOKNG EMIOOONG TOV YAPTOPLAOKIOV KOl TNV €AO(IGTOTOINGCT TOV KOGTOVG TOL
yoptoPuAakiov. Me o emovoAnmTiky dodikaciocs 6TV omoio. GLUUETEXEL O AmOPAGilV
eKQPALOVTOG TIC TPOTIUNAGEIS TOV, UELMVETOL GTASIOKA TO €0POG TOL TPOVTOAOYIGHOV £WG
610V KataANEovpe amd Eva PEYAAO aplBud apy KOV LTOYNELOV XOPTOPLAOKIOV GTO TEAIKO
yaptoeuAdko. H emavainmtikny avt dwdwacio ovoudletor ITA (Iterative Trichotomic
Approach) kot pog diver TAnpogopieg yio Tov Babudg EUTIGTOGUVIG LE TOV OTOI0 GUUUETEYEL
10 KAOe emeVOLTIKO 0YE010 0TO TEMKO YopTOoPLAAKIOo. Emiong pag dtvel mAnpoeopieg yio tnv
EVPMOOTIO TOV TEAKOV YOPTOPLAAKIOV HECH TOV JEIKTN EVPWOTIOG.

Aé&erg klerora: Xopropviakio, Emevovtixa oyéoio, Beltioromoinon, MobOnuotixog
Lpoypoportiouos, ApPefoiotnyro, Evpwaotio

EIZAT'QI'H

To mpdPfAnpa g emhoyn yapToeviaxiov enevovTIKOV oyediwv (project portfolio selection)
etvar por d1ad1KaGion TOV GLVAVTATOL TOAD GLYVA GE JAPOPOVS OPYOVIGHOVS. To TPdPANLL
ti0etor ©¢ e&Ng: No emideyel 10 YOPTOPUAGKIO €KEIVO TOV EMEVOLTIKOV GYESI®V 7OV
LEYIOTOTOEL [0l OVTIKEWEVIKT] OULVAPTNGCT  EMIBO0NG KOl  GUYYPOVOS VTOKOVEL GE
OLYKEKPIUEVES OTOUTNOELS OV HeTaPpalovtal 6e KatdAAniovg meploptopos. O kupldtepog
TEPLOPIOUOG EYEL VO KAVEL e TO KOOTOG Y10Ti, O TPOVTOAOYIGUOC deV EMAPKEL Y10l TO GUVOAO
TOV VIOYNPLOV ETEVIVTIKOV eSOV Kot TPETEL VoL YiVEL EMAOYT TOV KOAHTEPOV VTOGVVOAOV
avtdVv (xaptopuiakiov). Erxiong vrdpyovv nepropiopol moAttikng (Ye@ypopikoi, TexvVoroyKoi
KAT), oaAAnieloptioelg petald tov  oyediov  (apoifaic  aAAnioamokAeldpeva 1
npoamortovpeva). Ot aAAnieoptnoelg HETalD TV enevOLTIK®OV o)ediov gival avtég mov
dtvouv 610 TPOPANUA EVOV GUVIVAGTIKO YOPAKTPA £TCL MGTE TO GYELOL VO UMV Etvot TEAKE
aveapmnto HETOEL TOLG Ko M OmAn epdpynon (O0mwg my. AouPdavetor omd TV
TOAVKPLTNPIOKT OVAALGT) VO UMV €ivar apKeT. ZTNV TPOKEWEVT TTEPINTOON TO TPOPANLL
NG GLVOVACTIKNG PEATIGTOTOINOTNG HOVTEAOTOLEITOL KL EMAVETOL LE £VOL KOTAAANAO LOVTEAO
MoaOnpatiko) TpoyPaLUATICHOD KOl CUYKEKPIUEVO OKEPOLOV TPOYPOULOTIGLOV.

O1 TpOTEG EQPOUPUOYES LOOMNUOTIKOD TPOYPOUUUOTIGHOD G TETOW TPOPANUTE Eyvov TN
dexaetio Tov *50 amd tovg Lorie and Savage [1]. 'Extote €yxet ypnoipomomOel ToAEC popEg
og dapopa mpoPAaruata [2]. ‘Exel pdhota cuvovaotel pe TOADKPITNPIOKY avOALGON Yo TNV
e€oymy ] TOV GUVIEAESTAOV TNG OVTIKEWEVIKNG ocvvaptnong [3-7]. H evooudtoon g
afePoardmrag ©¢ mpog Kamoleg mapau€Tpovg Exet emiong efetacbel amd  d1dpopovg
ovyypoeeig [8-10].

2yolaj Xnuikadv Myyovikov, E.M.IT., AGva 23-25/5/2013



9° IEXXM: H Zvufolsj e Xnukis Miyyovueig oty Agipopo Avarroén

21 ovykekplpévn mepintwon Bewpodpe 6Tt vIapyel afefardtnto g TPog Tov SBEGIHO
TPOHTOAOYIGHO Yo TOV omoio E€povpe Oyt TV akpiPr] T Tov oAAG éva dabécio e0poc.
Méca oto €Opog VTAPYOLV TOAAG PEATIOTO  YOPTOPUVAAGKIOL 7OV Yio KABe Vyog
TPOHTOAOYIGHOV divovv TNV KaALTEPN AVOT. ZKOTOG WHOG €ival Vo dNUOLPYNGOVUE o
OAANAETIOPOACTIKY, EMOVOANTTIKY] O1001KOGI0 TOV GE GuVEPYAoio e TOV amopocilovia va
KOTOANYEL KATOPYV OTO TPOTILATEPO YOPTOPLAAKIO EVTOG TOL VPOV Kol KATH dEHTEPO AOYO
Ba pog 6ivel mAnpoeopieg Yo to Pabpd eUMIGTOGVVIG GTN GLUUETOYN TOV KdBe Gyediov oTO
yxoptoPLAdKLo. Télog, Ba divel Kot TANPOPOIES Y10 TNV CLUVOAIKT EVPWOTIO TOV EMAEYXOEVTOG
yoptopuiakiov. Omwg Oa meprypapel otn ovvéxswr Oo ¥PNGUYLOTOU|COVUE  KATOUPYNY
TOAVKPLTNPIOKO OKEPALO TPOYPOUUATIOUO Y10 VO TOUPAEOVUE TO VTOYNPLOL YOLPTOPLAGKLL
EVTOG TOV €DPOVS TOVL TPOVTOAOYICUOV Kot 0T cvuvéxela pe v pnéBodo ITA Ba cuykAivovpe
GTO TPOTIUOTEPO.

H duapBpwon g epyaciog £xel og e€Ng: 1o devTEPO KePdAao Ba meptypapei n pebodoroyia
g ITA, oto tpito kepdiaio Ba meptypaen n pekétn nepintwong pe to 133 oyéda and tov
gvepyeloko topéa. To 4° kepdAato givar apepmpévo oty avamntuén tov povtélov Kot 1o 5°
KePAAoo ot ovlinon Tov arotekecpdtov. Télog oto 6° kepdlatlo Oo TaPOLGINGTOVY TO
Booikd cupmepacoTaL.

MEG®GOAOAOI'IKO MEPOX

H uéfodoc ITA

H pébodog ITA (Iterative Trichotomic Approach) givar po pébodog mov avamtdydnke yio mv
EMAOYN  YOPTOQLAAKIOV €meEVOVTIKOV oyediov oe ovvOnkeg afefardotmrog [11]. H
afefotdTTa APOPA TOVG OLVIEAESTEG TNG OVTIKEWEVIKNG OLVAPTNONG TOL LOVTEAOL
AKEPOLOL TPOYPOUUOTIGHOD OV dnpovpyeitatl. Xvykekpéva, 1 apefoatdtnta £xel vo Kavet
HE TOVG OULVIEAESTEC PapdTNTOC TOV  KPUTNPi®V TOL  YPNOCILOTOOVVTAL  Ylo. TNV
noAvkpunpokn enidoon. Ot aféPoeg mapdperpol yopakmmpilovior omd GULYKEKPIUEVES
KOTAVOUES TOOVOTNTOG (GTOYXUOTIKY TPOGEYYIoN). ZYeOdleTOL OTN GLUVEXELWD Lo dladiKacio
npocopoioong Monte Carlo - Beltiostonoinong omov yivetor oe kdbe emaviinyn
detypatoAnyio omd aUTEG TIC KATAVOUEG KL EMIAVOT) TOV AVTIGTOLYOL TPOPALATOS AKEPALOV
TPOYPOUUOTIOHOV. Me T dadikacio avty kot petd and m.y. 1000 emavainyelg mapdyetot
évag peydaog aplBudg PEATIOT®OV YaPTOPLANKI®V. XTI GUVEXEWD TPLYOoTOHOVUE (600 Kot TO
ovopa TG HeBOOOV) TO GUVOAD TV EMEVOLTIKMV oYedimV o€ Tpia chvora. To mpdoivo cuvoro
nmov meptopPavel ta oxédo ekeiva mov gpeaviCovror mapdvta 6e OAd TO TAPUYOUEVH
YOPTOPLAGKLO, TO KOKKIVO GUVOAO OV TTEPIAApPAVEL Tar oxédta ekeiva mov dev eppaviCovtot
o€ KavEVA Omd T TOPOYOLEVO YOPTOPVAGKLO KOl TO YKPL GUVOAO OV TEPIAAUPAVEL TAL OXESLL
exelva mov eppavifovior oe pepkd amd to YopToeuAdKia. Ta emevovTikd oyédwo Tov
TPACIVOL GLUVOAOL BempovvTal 0Tl 6€ KAOE TEPIMTOON EMALYOVTAL, TAL GYEJLN TOV KOKKIVOV
oLVOLAOL Bewpolvtar 6TL e KABE TEPIMTOOT amoppinTOVTAL Kot To oYX TOV YKPl GLVOAOL
yperlovtal tepatépw depevvnor. H diepedhvnon avtn yiveror pe évav emavainmtikd tpomo.
Ytov emdpevo YOpo HEIDOVETOL 1) afeBatOTNTO TOV TOPAUETP®V GTEVEDOVTOG TNG OVTIGTOLYEG
Katavouég ki emavoropfaveral n dadikacio tpocopoinong Monte Carlo — Beltiotonoinong.
Ye k0be endpevo YOPo 10 TANOOS TOL TPAGIVOL KOl TOL KOKKIVOL GLUVOAOL amEAVETAL VA
pewwvetar 10 mAN0og Tov Ykpi cvvorov. Telkd mn ddikacio cvykAivel oto PéATioTo
YOPTOPUVAGKIO, TPOUNBELOVTOS OU®G TOV amoPacifovio Kot He TANpogopieg Yo TNV
BePardtnra pe MV omoia eykpiveton 1 amoppITTETAL KATO10 GYEG10 OVAAOYO LLE TOV YOPO GTOV
01010 EVTAYONKE GTO TPAGIVO 1| KOKKIVO GHVOAO.

H uébodog ITAya ebpog npoimoloyiouod
Yy mpokeévn mepintmon Ba Bewpnbel 6T1 1 afePfardtnra yapakmpilel Tov Sbécipo
TPoHTOAOYIGHO. O TPOHTOAOYIGUOG Eival YVMGTOG MG €VPOG TILAV KL Ol OC GLYKEKPLUEVT

2yolaj Xnuikadv Myyovikov, E.M.IT., AGva 23-25/5/2013



9° [IEXXM: H Xvufolsj tne Xnuikiic Muyovixig oty Agipdpo Avarroln

TN, pe dAlao Aoyl etvar xoAapog meplopiopids tov poviélov. Emduvketor Aowdv va Ppebei
10 PEATIOTO  YOPTOPLUAGKIO  €vtdg TOL  €0poVg TIMOV £€Tol  MOOTE O  ADYOG
OMOTEAECUOTIKOTNTOC/KOOTOVG  va.  eivar  awtdg mov  emBouel o  amogociCov. H
OOTEAEGUOTIKOTNTO. TOV YOPTOPLANKIOV ekPpdleTor g o dBpoloua TOV EMOOCEDV TOV
KGOe oyediov mov tehkd mepthopPdavetor oe avtd. H emidoomn tov kabe oyediov eivan
OOTEAEGO. TOAVKPITNPLOKNG avdAvong. XpNOYOTOI®VTAG TOAVKPITNPLOKO  LoONUaTIKO
Tpoypappoticpd Kot cvykekpyéva v pébodo AUGMECON2Z [12] mapdyovpe 10 Guvoro
TOV YOPTOPLAAKI®V TOL BewpovvTal BEATIGTA Yio KAOE TN TOL GLVOAKOV TPOVTOAOYIGHOD
péoa oto ouykekpuévo evpog (n pébodog AUGMECON2Z £xet ™ duvatdtnta vo mTopdyet To
obvolo TV katd Pareto Bértictov Adcewv e TPOPAUOTO TOALKPITNPLOKOD OKEPOLOV
TPOYPOUUOTICHOV). TN GUVEXEW TOPOVSLAlovTal o1 AVCELS aVTEC GToV omopacilovta o
oT010¢ EMOVOANTTIKG €MALYEL OAO KO GTEVOTEPEG TMEPLOYEG EVPOVS TOV TPOVTOAOYICUOV
LEYPL Vo KaTOANEEL 6TO TEMKO yapTtoPLAGKLo. H meploym mov emhéyet £xet kébe popd 10 Hicd
e0pog amd TNV mponyovuevn €161 OOTE N JdKAGio vo. cLYKAivel oyeTikd ypnyopa. H
dwdkacio eaivetor 6to Zynua 1.

Reduction of budget range
[ )

final
1st Round 2nd round kth round
AUGMECON2
generation of
the exact Pareto
set

portfolio

green

set green

set green
set selected

Set of projects

Multiple criteria

grey |:> grey s grey

set

Multiple constraints

set set

Initial budget range

Yypoe 1. ZymuUotikn mopdotacn g EMUVIANTTIKNG S101KaGTog

Ytov mpwto yopo pe ™ péBodo AUGMECONZ mapdyovior 6ia ta Pareto Pérticota
YOPTOPLAGKIO LE OVTIKEWEVIKES GUVOPTHOELS TNV LEYIGTOTOINGT| TG GUVOAIKNG EMIO00NG KO
TV €AOYIOTOTOINGT TOV GUVOAIKOD KOGTOVG. [l TV 0€0TEPT OVTIKEWEVIKY] GLVAPTNON
Balovpe Gvo Kot KAT® Oplor oLTE TOV LITAYOPEVOVTAL OO TO EVPOG TOV TPOVTOAOYIGUOV.
Ytovg €mOUEVOLG  YOpoug dev  ypeldleton va  EavamapdEovpe to Pareto  Béitiota
YOPTOPUAGKID, OTAGDS OwAéyel 0 oamo@acimv To YOPTOELAAGKIL 7oV Ppickovtol o€
CLYKEKPIUEVT TEPLOYT TOV €DXPOVG TOV TPoHToAOYIoHOV. o TNV TEPLOYN avT voloyilovpe
T0 TPACIVO, KOKKIVO KOl YKPL GOVOAO Kol cuveyifovpe TN dadtkacior Emg 6Tov GLYKAIVOLuE
og éva TeEMKO YapTOPLAAKIO. e KAOe YOpo o amopacilmv PAEmEL TANPOEOPIES Yot TO DG
efeMooetol 11 GUVOMKN €mdO0T MG TPOG TO KOGTOS, TOV oplfud tov oyediov ovd
YopTOPLAGOKLO KAT. Ontwg givar puoikd 660 otevedel 1o e€etaldpevo e0pog TOG0 avéavovtat
T0 £pY0L GTO TPACIVO KOl 6TO KOKKIVO GUVOAO KOl LLEUDVOVTOL OVTE GTO YKPL GUVOAO.
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9° IEXXM: H Zvufolsj e Xnukis Miyyovueig oty Agipopo Avarroén

MEAETH NNEPIIITQXHX

H perém mepintwong apopd 133 emevoutikd oyéda yio avavemoyes mnyég evépyetog (AITE)
amo Tpeig texvoloyieg (oMK, Hikpd vVOPONAEKTPIKA Kol pwToRoAtdikd) oTic 13 mepupépeteg
™m¢ EALGSac [13]. H xatavoun ava mepoyn Kot avd teyvoloyio divetar otov Iivaka 1.

IMivaxkag 1. Te@ypoapikn Kot TEYVOAOYIKT KOTOVOUY TOV EXEVOVTIKOV GYEOI®OV

W SH PV YXYNOAO

ANAT. MAKEAONIAS-@PAKHE (EMD) 3 2 5
ATTIKHE (ATT) 1 1
BOPEIOY AITAIOY (NAG) 6 6
AYTIKHE EAAAAOS (WGR) 1 1
AYTIKHE MAKEAONIAS (WMD) 3 6 9
HIIEIPOY (EPR) 8 11
OEZZAAIAS (THE) 9 17
IONIQN NHEZIOQN (ION) 1 1
KENTPIKHE MAKEAONIAS (CMD) 3 5 6 14
KPHTHE (CRE)

NOTIOY AITAIOY (SAG) 1 1
[IEAOIIONNHEOY (PEL) 8 1 3 12
STEPEAY EAAAAOX (STE) 33 13 5 51
YYNOAO 53 30 50 133

W: ook, SH: pikpd voponiextpicd, PV Odotopfoitaikd

To ocvvolkd kootog Tv 133 oyediov eivar 659 ek. €. O dwbéoyog mpovimoroyioudg

Kopaiveror amd 75 og 125 ek. €. Eniong tibevton o1 €€ng emmAéov meplopiopol moMTIKNG:

e To ocvvoro TV Ypnudtev mov Ba dwateBovv oe €pya Yo v Xteped EALGSa mpénetl va
etvar kpotePO amd 10 30% T0V GLVOAKOD KOGTOVG

e To ochvoro TV ypnudTev mov Ba duteBovv o Epya yio v [ledhondvnoo mpémet va givan
pikpodtepo and to 15% tov GLVOAIKOV KOGTOVG

e To ocvvoro TV ypnudtwv mov Ba dwteBovv oe €pya yia v Av. Moakedovia-Opdkn,
Bopeo Aryaio, Avtik Moxkedovia, ‘Hrepo, Noto Aryaio mpémel va givor peyodvtepo
a6 10 10% tov GuVoAKoH KOGTOVG

o O apBuog tov épywv and Kabe texvoroyio mpénetl va givar avapesa oto 20% Kot 6To
60% 1oV GVVOAIKOV aplBUOD TV emAeYBEVTOV EpywV

e H cvvoium 1oybg tov TeEMK0D YapTo@uiakio va givor peyoarvtepn and 170 MW,

H a&oAdynon tov kdbe emevovtikod oyediov yivetan pe 5 kpumpa (1) v mepipepetox

avantoén (2) tig Béoeig epyaoiag (3) v owovopkn a&lordynon (IRR) (4) tig ekmounég CO2

7OV amoPeLYOVTOL LE Bdom To gvepyelakd piypa g mepipépetag (5) t déopevon yng.

KATAXKEYH MONTEAOY

AZL0L0YN 61 TOV GYE0LMV IE TOLVKPLTIPLOKT] AVAAVOT)

[Noa wv molvkpumploky avdivon ypnowomotleitar 1 péBodOg TV  CLUVOPTNCEWDV
xpNoWoTTas. ol Kabe Kprtplo eMALYETAL 1| LOPON TNG GLVAPTNONG XPNOYWOTNTOS AVAAOYQ
LE T GLCOCMPEVOT TOV TIUAV ETCL MOTE VO PEYIGTOTOMOEL 1 S0y ®PIOTIKY KOVATNTO TOV
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9° [IEXXM: H Xvufolsj tne Xnuikiic Muyovixig oty Agipdpo Avarroln

KkaOe wkprrnpiov. O 1pdmog mov yivetar avtd givar va KovovikonoumBohv ot eMOOCELS TV
kpumpiov oto dtdompa [0,1] pe o ypappkn oyéon og eENG:

X —X
s, = —
X —X
Omnov Isij n ypappkn enidoon tov i-oyediov 610 J-kptnplo, Xij etvar 1 Tiun Tov i-oyediov oT0
J- Kpuipto ko pe jmin kot jmax cvufoliovpe 10 péYIoTO Kot T0 eAdyIoTo KAOe KprTnpiov.
[No xpunpo mpog glaylotomoinon n Kavovikonoinom yiveton pe to (1-1s;) €tor dote 1
KoAOTEPT €Mid00T Vo lval TAVTO 1) LOVASO KOt 1) XEPOTEPT TO UNOEV.
21 ovvéyeln epappolovpe Kotheg | KLPTES GUVOPTNOELS XPNOUOTNTES LE Pdom TN oxéon:

1_ecjxlsij

Sij 1— ec j

Omnov s;jj etvar n emidoomn Tov I-oxediov 6T0 J-KPITNPLo Kot Cj 1 TOPAUETPOG TG CLVAPTNONG
YPNOOTNTOS Y10 TO J-KPITAPLO OV TOiPVEL TIWES 670 [-5, 5] Ko vodekvoel v KAion e H
gEMAOYN TOV Cj yiverar €16l dote vo peyotomombel mn dwymplotikn KovoTTo KAOE
kpumpiov. Xto Zynua 2 aivetal n dtoomopd TV TGOV o€ Kabe kprtnplo kot otov [Tivaxa 2
10 €100¢, 01 TOPAUETPOL KAIONG TG GLVAPTNONG YPNOWOTNTOS Kol 01 GUVTEAESTEG PapdTnTog
Ka0e kprmpiov Wj (6mov Bewpovvtar woPapn ta kowmvikd kptripia (1,2), to owovopwo (3)
Kot ta wepParrovtikd (4,5)

jmin

jmax jmin

T T T T T T T T T |
0.0 0.1 0.2 03 0.4 0.5 0.6 0.7 0.8 0.9 1.0

@ MNep. avamtuén W AnacxoAnon Owovoukn anodotikotnta X CO2 Aéopeuonyng

Yype 2. Aworopd Tipdv avd kpitiplo

IMivakag 2. XopaktpioTikd kpitnpimv TOAVKPIINPLOKNHG 0VAADONG ETEVOVLTIKOV GYEdimV

Yvvéptnon YVVTEAECTNG YUVTEAEGTNG

xpnowdTnTog KAoNg Cj BapotnTog W;
1 TIlepwpeperoxn avantuén Ipappn 0.001 0.167
2  Amoacydinon Koiin -5 0.166
3 Owovopkn 0modoTKoT T Koiin -3 0.334
4  Amopuyn eknopncdv CO, Koiin -1 0.167
5  Aéopevon yng Kvpt 5 0.166

H cuvolin moAvkpitnplokmn enidoomn yio kKabe enevduTikod oy€do I divetar amd T oyéon:
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9° [IEXXM: H Xvufolsj tne Xnuikiic Muyovixig oty Agipdpo Avarroln

Kotraokev povréhov AKEParov TpoypoppaTIcGRov
To povtéAov TOV TOAVKPLTNPIKOD AKEPUIOV TPOYPOUUATIGHOD £xEl ®G €ENG 1e Pdomn Tovg
TEPLOPIGUOVS TNG TPOTYOVLEVTG TOPAYPEPOL:

133

max Z, =Y _ms; X;
i=1
133

minZ, =Y cost, X,  withZ, [lb,ub]
i=1

st

D COSt X <0.3xZ,

1eSTE

Do COStX; <0.15xZ,

X2
ZieEMD,NAG,WMD,EPR,SAG cos t' X' >0.1x ZZ
133 133

0.2x D X; <D X;<0.6x) X,
i=1

iew i=1
133 133
0.2x ) X, <) X, <06%xY X,
i=1 ieSH i=1
133 133
0.2x) X, <> X;<0.6x) X,
i=1 iePV i=1
133
> mw,X; >170
i=1

Omov X; etvor  dvadikn petafint amdeacng mov waipvel v Ty Xi=1 av 1o i-ox£d10
evtaybei 610 yoptoeLAdKio odmg Xi=0, ms; eivar n moAvkprmploky emidoon yw o i-
o)€d10, COSt; gival To KOGTOG Yl TO I-oYES10 KoL MW; givar 1) 16Y0G Tov I-oyediov oe MW.

AIIOTEAEXMATA

H gpappoyn mg pebddov AUGMECON2Z pag mapdyet to cvvoro twv katd Pareto Bértictov
YOPTOPLAAKI®V GTO €0pog mpovimoroyiopuoy 75-125 ek. gvpmd. H pebodoc AUGMECON2
viomomOnke oe mepPdArov GAMS kot ypnowonoteitor o gmAavtng CPLEX 12.2 yw v
eniloon. O ypovog emidvong eivar 175 sec oe éva Intel Core i5 ota 2.5 GHz. To pérono
Pareto gaiveton 6to Zynua 3.

To pérwmno Pareto amoteieiton and 411 Pareto Bédtioteg AMOGEIG-XapTOPLAGKIL TOV KAOE Eval
amotedeiton amd SPOPETIKO cuVILACSHO Epymv. KdBe yaptopuAdkio meptlapfaver and 60
¢wg 77 épya. [opatnpodue amd 1o Zynua 3 6t 1 ypapun dev ivor opaAr aAAd vdpyovv
ALEOUEIMOELS TNG KAIoMG AOY® TOV asuveXovg (Un Kuptov) mediov optopod yia ta Xi. Etvan
TPOQUVES OTL 0 0pBoAOYIKOG amopacilmv Bo €0TIACEL TNV TPOCOYN TOV OTIS TEPLOYES UE
HeYOAN KAlom OmOv e po PIKPN avENon Tov KOGTOVG EMITVUYYAVETOL LEYAAN ovéNon Tov
OelKTN TOAVKPUMPLOKNG EMOOONG TOV YOPTOPLANKIOV. XTNV TEPOY aVTH TPodkvyav 35
npaova, 46 koxkva kot 52 ykpi oyéda.
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21 ovvéxeln 0 amoPaci{ov emALYEL (oL TEPLOYN TOV GUVOAIKOD KOGTOVG OV £)XEL TO GO

ebpog and 10 apywd. H mepoyn mov emhéyBnke oaivetor oto Zynuo 3 petald tov
OLOKEKOUEVMV YPOUUADV..

37

36

E J..--—'_'J_‘

o~
J/_.J’-
7
e

w
(6]

S

w w w
N W

w
=

I

Multicriteria score

w
o

N
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N
(o]

1
1
1
1
1
1
1
1
1
1
1
1
t
1
1
1
1
1
1
1
1
1
T
1
1
1

N
~

75,000 85,000 95,000 105,000 115,000 125,000
Cost (k€)

Xyqpo 3. Métomno Pareto tov yoptopuiakiov oto didotua 75-125 k. € kot
peimon DPOVE BTNV TPATN ETOVIANYT

Mo v mepoyn avt mov mepiiapPaver 185 Pareto Bédtiota yapto@uAdkio KotoypdpovTot
41 mpdowa, 50 kokkwva kot 42 ykpl oxéowa. H emavoinmriky dwdikacio cvveyiletor yuo 8
YOPOUG LEYPL TO TEAIKO YOPTOPVAAKIO KO TO YOPOKTNPIGTIKA TG paivovtotl otov [Tivaka 3.

IMivaxkag 3. XapaxtpioTikd TG EXOVOANTTIKNG S10OIKAGI0G ETAOYNG EMEVOVLTIKOV GYXEdIMV

Eupog mpoimoAo- AplBuodc Pareto  Mpdowo  Kokkivo MkptL
Mopog ylopou (M€) xaptopulakiwy oUvoAho oUVOAO  GUVOAO

1 75-125 411 35 46 52
2 88-113 185 41 50 42
3 100-113 78 45 50 38
4 106-112 28 58 52 23
5 107-110.5 15 64 56 13
6 108.5-110.5 8 64 56 13
7 109-109.8 6 67 57 9

8 109.2-109.4 1 73 60 0

Xtov 7° ybpo M ewovo mov PAEREL 0 anogacilev oyeTikd pe to pétomo Pareto petd amd mv
OTOOLOKY| E0TIOGT EVOL QLT TOL PaiveToL 6TO XyNpa 4.

To telkd emdexBév xapTo@LAAGKIO gival avtd pe ToAvkprnplakn enidoon 33.797 kot k6GTOG
109.22 M€ 10 omoio meprapPdver 73 emevovtikd oyédwa. Eivar agoonpeimto 6t and 10
Zyuo 4 PAETovpE OTL TO GLYKEKPUYEVO YOPTOPLAGKIO TPOKLATEL OO Lo LEYOAN KAOETN
LETATOTION KO 1] TOPOTETAUEVN OpllovTIo Ypouun deiyvel OTL gival OpKETA EVPMGTO APOV
etvat BEATIOTO Yo peydho oxeTiKd €HPOg KOGTOVC.
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34.0

w
w
(e}

w
w
0o

w
w
~

33.6

Multicriteria score

__I

33-4 T T T T T T T 1
109,100 109,150 109,200 109,250 109,300 109,350 109,400 109,450 109,500

Cost (k€)

335

Yyfqpe 4. To péromo Pareto otov 7° yopo

H ocvvolkn eikdva Tov opTo@LAOKIOV QAIVETOL LE XPOUATIKOVG KOOKOVG 610 ynpa 5. Oco
0 GKOVPO €ival To Yp®UO TOGO TO Glyovpot EIHOGTE Y10 TNV KATAGTACT] TOV GUYKEKPLULEVOD
épyov. Ta mpdowo eivar To €pyo TOL TEAIKA EVIOOOOVTOL KOl TO KOKKIVOL OUTE 7OV
amoppintovtal. To képdog oe oyéon pe T1g cvpPartikég mpooeyyioelg eivar 60Tt pe v ITA o
amo@ucilv 0ev KOTOANYEL OMAMG 6TO TEMKO YOPTOPULAAKIO £pymv OAAL PAEmEL Kol TV
«€vTaon» TG £YKPLoNG 1 «amdppyns» tov Kabe Epyov.

112

122] 123[ 124] 125 126
Xympe 5. Xpopotikog xbptg tov vmo eétaon Epywmv

Me Bdomn 10 cuykekplévo €HPOg TPOVTOAOYICUOD UTOPOVUE VOL VTTOAOYIGOVUE Kol TOV Babud
EVPMOOTIOG TOV GVYKEKPIUEVOL YOPTOPLAAKIOL pE BAom TO TOGO VOPIG OTNV ETOVOANTTIKN
dwdkacio eviaocoviol o £pyo. Av yio Topddelypo amd Tov TPp®To Yupo eiyope Ppel To
100% twv épymv 10U TEMKOD YOPTOPLAOKIOV TOTE TO TEAIKO YOPTOPLAGKIO Ba glxe v
amoAVTN gvpwotia (Bo Hpactay andivta ciyovpot Yo T cvvheot| Tov). AvtiBeta av Ola ta
£pyo. TOV YOPTOPLAOKIOV TPOEKLTTOV OTOV TEAELTOIO YOpo TOTE Oo €iye v eAdylotn
evpooTtio. O deiktng evpwotiog Tov VIOAOYILETAL GTN CLVEXELD TOGOTIKOTOLEL TNV EVPMOTIN
avdAoyo pHE TO TL TOGOGTO TWV £PYOV EVIACCOVTOL GE KAMOOV YOpo g dwdwkaciog. O
delktng evpwotiog mpokvITEL ¢ TO €UPAdO KAT® omd TNV afpoloTIKY KOUTOAN TOV
YAPTOPVLAOKIOV TTPOC TO EUPadO TNG TEPLOYNG amdAVTNG evpmaTtiag (PA. Zynqua 6).
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Robustness index
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Tympe 6. ZymuUotikn TopdotacT] ToL JEIKTN EVPOOTING

H aBpototikny kopmdAn tov yoapropvioakiov opiletor and ta onueia ar. Qg ar opiletarl to
TOGOGTO TMV £PYOV TOV TEAMKOV YOPTOPLANKIOV OV £Y0VV TPOKVYEL MG TOV YVupo . Av
Aowmdv a1, az, ...an €ivor ol TETAYUEVES TOV ONUEIOV KAUMNG 6TO ZyNua 7 Kot N o aplBpog
TV YOpV T0TE 0 deiktng evpwoTtiog Rl vroioyileton wg:

RI=[2F% 2*& &ty g
2 2 2
n-1 n-1
RI=[2+Y a + 2]/ (-0 =2+ a +2]/ (n-1)
2 i=2 2 2 i=2 2

Me 10V TpOTO 0WTO UTOPOVUE VO, GLYKPIVOLUE S1APOPA YAPTOPLVAGKIO MG TPOS TOV OeikT
EVPWOOTIOG TOVG OV TOGOTIKOTOEL TOV PaBud evpwoTiog w¢ Tpog v afePfardtnta oe oyéon
le o €0Pog ToL SBECOV TPOVTOAOYIGLOV.

YYMIIEPAXMATA

H emoyn yoptopurokiov enevouTikav £pymv umopet va avoydel oe éva mpdfinua pe dvo
QACELS. XNV TPOTN Gdon a&oloyovvtol to oy€dw pe Kamol HEBOJO TOAVKPLTNPIOKNG
avdAvong kot ot 0evTepPN don epapuoletar £va LOVTELD LOOMUOTIKOV TPOYPOLLATICUOD
OV EVOOUATMOVEL TOLG OMOOVG TEPLOPICUOVG Kot TEPAOUPAVEL OTNV  OVTIKEWEVIKT
OLVAPTNOT TO ATOTEAECUATO TG TPAOTNG PAoNS. OTav vIdpyel EAACTIKOTITO GTOV GUVOAIKO
TPOVTOAOYIGHO KO OIVETAL [LE TNV HOPPN €DPOVE TYLMV UTOPOVUE VO 0KOAOVONGOLLE Lo
EMOVOANTTIKY O1001K0Gio. VTOCTNPIENG AmOPOCNG TOV KOTUANYEL GTNV KOADTEPN OLVOTY
EKUETAAAEVOT] TOV TPODTOAOYIGHOV HE Bdon T TpoTwnoels Tov aroeacifovta. H lterative
Trichotomic Approach (ITA) amoteleil éva ypricyto epyoreio VTooTHPIENG ATOPACEDV OE
nopopow. wpoPAnuate Bonboviog oAANAEmIOpACTIKG TOV amo@ocilovta Kot divovrtag
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YPNOWES TANpOoPopieg Yo TNV PBePfardtnto pe TV onoio EVIACCETOL 1] AmTOPPINTETOL KATO10
o)£010.

EYXAPIETIEXZ

Mépog tov €pyov vAomoteital oto mAaicto tov Emyeipnoiaxod [poypdppatog "Exnaidevon
kot At Biov MdéOnon" kot cvyypnuotodoteiton and v Evponaiky ‘Evoon (Evporaikd
Kowoviké Tapeio) kot amd eBvikovg mopovg (EBvikd Ztpatnywd [Thaicio Avagopdg 2007-
2013)" — TIpoypappa ®oing “Robust MCDA” H «. Tletodk evyapiotel to IKY ywo 1
GULVOPOUT TOV OTIG OLOAKTOPIKEG TG GTTOVOEC.
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Abstract

Project portfolio selection is the problem of selecting a subset of projects from a wider set, optimizing one or more
criteria and satisfying specific constraints. The basic tools are usually Multiple Criteria Decision Analysis and
mathematical programming. In the presence of multiple decision makers the preferences are not unique and there
must be a negotiation approach taking into account all the points of view. In the present work we use the Iterative
Trichotomic Approach (ITA) in order to seek convergence. With ITA we can draw conclusions for the acceptance of each
individual project as well as for the robustness of the final portfolio. The weights of evaluation criteria differ among the
decision makers so that each one of them finally selects a different “optimal” portfolio. ITA can classify the projects into
three sets: the green projects (selected in the “optimal” portfolio by all the decision makers), the red projects (not
selected in the “optimal” portfolio by any of the decision makers) and the grey projects which are selected by some (but
not all) the decision makers. A converging Delphi like process is designed for the weights so that in the next round new
weights are calculated for every decision maker. The mathematical model is updated according to the new weights and
solved. As the iterative process moves from round to round the green and the red set are enriched and the grey
projects are reduced. The iterative process terminates when the calculated weights for all the decision makers provide
the same “optimal” portfolio. The above method is illustrated with an example involving 133 energy projects. The final
outcome is the final portfolio as compromise among the decision makers as well as the degree of accordance on each
one of the projects that are finally selected. Finally a consensus index for the final portfolio can be extracted according
to the progress of the converging process.

KEYWORDS

Project portfolio selection, MCDA, Integer Programming, Group Decision Making

1. INTRODUCTION

Project portfolio selection is defined as the problem of selecting one or a subset from a set of projects (a
subset of projects is considered as a “portfolio of projects”). In the latter case, the usual approach is to rank
projects using one or more criteria and select the top ranked ones that cumulatively satisfy a budget
limitation. However, in real world decision making there are two concepts that complicate the process like
e.g. the existence of constraints imposed by the decision maker. The existence of constraints to be satisfied
by the final selection destroys the independence of projects, which is one of the main assumptions in
Multiple Criteria Decision Analysis (MCDA) ranking (see e.g. Belton and Stewart, 2002). In other words, the
top ranked projects may only by chance satisfy the imposed constraints. For such cases Integer
Programming (IP) is an appropriate tool that performs optimization under specific constraints. In case of
project selection, the combinatorial character of the problem implies the use of IP with 0-1 (binary)
variables expressing the incorporation (Xi=1) or not (Xi=0) of the i-th project in the portfolio. The earliest
contributions were published under the title of capital budgeting (see e.g. Lorie and Savage, 1955), using
strictly financial measures to measure the value of projects and portfolios, giving emphasis to the budget
constraint. From early sixties, the so called capital budgeting problem was recognized as equivalent to the
popular in Operational Research (OR) knapsack paradigm. The incorporation of multiple criteria can also
been found in literature using Goal Programming (see e.g for a review Zanakis et al., 1995), combinations of
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MCDA with IP (see e.g. Golabi et al., 1981; Abu Taleb and Mareschal, 1995; Mavrotas et al., 2003; Mavrotas
et al., 2006; Mavrotas et al., 2008). In our case the problem is even more complicated as we have more
than one decision makers (Group Decision Making). The preference of each one of the decision makers is
expressed by assigning their own weights of importance to the criteria. The result is that each decision
maker has his/her own optimal portfolio of projects. In order to achieve a consensus a convergence process
is designed based on the Iterative Trichotomic Approach (ITA) as described in (Mavrotas and Pechak, 2013a
and 2013b).

In the second section we describe the methodology and in the third section we present an application that
illustrates the method. Finally, in section 4 the main conclusions are presented.

2. METHODOLOGY

2.1. The ITA Method

The basic idea of the ITA method is the separation of a set into three parts (trichotomy). In our case the set
of projects is divided into three subsets (classes): green projects that are present in the final portfolio under
all circumstances, red projects that are absent from the final portfolio under all circumstances, and grey
projects that are present in part of the final portfolios. The classification in three subsets is not new in the
literature. Liesio et al. (2007) used a similar approach in the framework of robust programming. However,
the way the projects are assigned to each set is different. In addition, Mavrotas and Rozakis (2009) used
similar concepts in a student selection problem for a post graduate program. The term “iterative” indicates
that the proposed process is developed in a series of decision rounds (or cycles). A predetermined number
of decision rounds may be defined from the beginning and every round feeds its subsequent until a
convergence to the final portfolio is attained. From round to round the grey set is reduced as a result of
convergence or uncertainty reduction. The first applications of ITA had to do with stochastic uncertainty in
the parameters of the model and a series of Monte Carlo simulation-optimization steps (Mavrotas and
Pechak, 2013a, 2013b). In the present case we adjust it to the group decision making context.

2.2. Adaptation of ITA to the Group Decision Making Context

In the present case the set of projects is divided into three subsets (classes): green projects that are present
in the final portfolio according to all the decision makers, red projects that are absent from the final
portfolio according to all the decision makers, and grey projects that are present in the final portfolios
according to some decision makers.
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Figure 1. lllustration of the method

1st round 2" round kth round final

The flowchart of the method is shown in Figure 2.

Figure 2. The flowchart of the method Group ITA
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The convergence process is designed to converge the weights of the criteria and is depicted in Figure 3. We
adjust the weights of importance of the decision makers from round to round in order to converge as we
move in the iterative process. First, we select the maximum number of rounds that we are going to perform
(N) and we accordingly assign the convergence parameter a as a=1/(N-1). Then we calculate the deviation
of each one of the weights from their average across the decision makers.

Figure 3. The convergence process of the criteria weights

Set maximum number of iterations N
Convergence parameter a=1/(N-1)
v

| Calculate average across decision makers w9 |

!

| Calculate deviation from average d=(wp(®-w, ) |

I
| W =(Wp- a X r % dy) |
v
Solve the P optimization problems r=r+1
with w, (" X
NO
grey(r)=2?

Where p =index for Decision Makers (DM) p=1..P, k=index for criteria k=1..K, r=index for rounds in the
iterative process, wpk(') =weight of p-th DM for k-th criterion in r-th round. It must be noted that from round
to round the weights keep their property to sum up to 1 as it is shown from the following equations.

Given that for the original weights w,, we have:

p
K prk
dw,=1 p=1P,  and w"="—
k=1 K

Then, we have for the new weights w’y:

K K K K
Zwlpk = Z(ka _a(ka _WEVQ) :Z(l_a)wpk +a.ZWEV9 =
k=1 k=1 k=1 k=1

K K
(1-a)d> w, +a- > w" =(1-a)+a=1
k=1 k=1

3. APPLICATION

We applied the method in a group decision making problem dealing with energy projects. There are 133
energy projects from three RES technologies (wind, small hydro, photovoltaic) distributed across the 13
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regions of Greece. There are 5 criteria according to which the projects are evaluated, namely, (1) Regional
development (2) CO2 emission reduction (3) Economic efficiency (4) Employment (5) Land use. There are 12
decision makers that give the weights of importance shown in Table 1.

Table 1. Weights of importance for the 12 decision makers

criteria

DM 1 2 3 4 5

1 0.14 0.13 0.46 0.13 0.14
2 0.25 0.37 0.15 0.08 0.15
3 0.41 0.21 0.03 0.14 0.21
4 0.07 0.41 0.35 0.16 0.01
5 0.02 0.02 0.50 0.33 0.13
6 0.20 0.20 0.20 0.20 0.20
7 0.15 0.25 0.40 0.02 0.18
8 0.08 0.28 0.35 0.17 0.12
9 0.22 0.25 0.28 0.17 0.08
10 0.15 0.35 0.25 0.20 0.05
11 0.21 0.30 0.15 0.15 0.19
12 0.20 0.20 0.30 0.25 0.05
average 0.1750 0.2475 0.2850 0.1667 0.1258

There are also the following constraints that must be fulfilled. The total cost of the 133 projects is 659 M€
and the available budget is 150 M€. The cost of projects in Central Greece should be less than 30% of the
total cost, the cost of projects in Pelopponese should be less than 15% of the total cost, the cost of projects
in East & West Macedonia, Northern & Southern Aegean, Epirus should be greater than 10% of the total
cost. In addition, the number of projects from each technology should be between 20% and 60% of the
selected projects and the total capacity of the selected projects should be greater than 300 MW. We apply
the group ITA method with convergence parameter a=0.1 an the results are depicted in the following Figure
4. The great advantage of the group —ITA method is that we see information about the consensus of each
one of the projects that participate or not in the final portfolio as well as the consensus on the final
portfolio.

4. CONCLUSIONS

The project portfolio selection problem can be effectively addressed with a combination of MCDA and IP. In
the presence of multiple decicion makers ITA can provide a sound framework for an iterative convergence
process that can be used in Delphi like approaches. The main advantage is that we can measure the
consensus per project as well as for the final portfolio. For future research we will examine the
incorporation of additional decision parameters that express the decision maker preferences in the group-
ITA e.g. the shape of utility function or the policy constraints. In this case, the convergence process must be
adjusted also to these parameters that may vary from decision maker to decision maker.
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Figure 4: The results from group — ITA method

73 We see information about the
1 3 intensity (consensus) for every
3 1 project that is selected or
1 1 rejected from the final portfolio
iter11:] 5 iter11:] 5
ACKNOWLEDGEMENT

This research has been co-financed by the European Union (European Social Fund) and Greek national funds
through the Operational Program "Education and Lifelong Learning"

REFERENCES

Abu-Taleb M, Mareschal B (1995) Water resources planning in the Middle East: application of the PROMETHEE V
multicriterion method. Eur ) Oper Res 81:500-511

Belton V, Stewart T (2002) Multiple Criteria Decision Analysis. An Integrated Approach. Kluwer Academic Publishers, UK

Golabi K, Kirkwood CW, Sicherman A (1981) Selecting a portfolio of Solar Energy Projects Using Multiattribute
Preference Theory. Manage Sci 27:174-189

Mavrotas G, Diakoulaki D, Capros P (2003) Combined MCDA — IP Approach for Project Selection in the Electricity Market.
Ann Oper Res 120:159-170

Mavrotas G, Diakoulaki D, Caloghirou Y (2006) Project prioritization under policy restrictions. A combination of MCDA
with 0—1 programming. Eur ) Oper Res 171:296-308

Mavrotas G, Diakoulaki D, Kourentzis A (2008) Selection among ranked projects under segmentation, policy and logical
constraints. Eur J Oper Res 187:177-192

Mavrotas G, Rozakis S (2009) Extensions of the PROMETHEE method to deal with segmenta-tions constraints. J Decis
Syst 18:203-229

Mavrotas, G., Pechak, O. (2013a) The trichotomic approach for dealing with uncertainty in project portfolio selection:
Combining MCDA, mathematical programming and Monte Carlo simulation. International Journal of Multiple Criteria
Decision Making 3(1) 79-97

35
2" International Symposium and 24™ National Conference on Operational Research
ISBN: 978-618-80361-1-6



Mavrotas G., Pechak O., Siatras D., Siskos E., Psarras J. | Project Portfolio Selection in a Group Decision
Making Environment: Aiming at Convergence with the Iterative Trichotomic Approach

Mavrotas, G., Pechak, O. (2013b) “Combining Mathematical Programming and Monte Carlo simulation to deal with
uncertainty in energy project portfolio selection” Chapter 16 in F. Cavallaro (ed) Assessment and Simulation Tools for
Sustainable Energy Systems Springer-Verlag, London

Liesio J, Mild P, Salo A (2008) Robust portfolio modeling with incomplete cost information and project
interdependencies. Eur J Oper Res 190(3):679-695

Lorie J H, Savage LJ (1955) Three problems in rationing capital. ) Business 28(4): 229-239

Zanakis SH, Mandakovic T, Gupta SK, Sahay S, Hong S (1995) A Review of Program Evaluation and Fund Allocation
Methods Within the Service and Government Sectors. Socio-Econ Plan Sci 29:59-79

36
2" International Symposium and 24™ National Conference on Operational Research
ISBN: 978-618-80361-1-6



Grigoroudis E., Politis Y. | A Robust Extension of the MUSA Method Based on Desired Properties of the
Collective Preference System

A Robust Extension of the MUSA Method Based on Desired
Properties of the Collective Preference System

E. Grigoroudis Y. Politis
School of Production Engineering and School of Science and Technology
Management Hellenic Open University
Technical University of Crete Parodos Aristotelous 18,
University Campus, 73100 Chania, Greece GR26 335, Patra, Greece
Abstract

The MUSA method is a collective preference disaggregation approach following the main principles of ordinal
regression analysis under constraints using linear programming techniques. The method has been developed in order to
measure and analyze customer satisfaction and it is used for the assessment of a set of marginal satisfaction functions
in such a way that the global satisfaction criterion becomes as consistent as possible with customer’s judgments. Thus,
the main objective of the method is to assess collective global and marginal value functions by aggregating individual
judgments. This study presents an extension of the MUSA method based on desired properties of the inferred
preference system. In particular, the linear programming formulation of the method gives the ability to consider
additional constraints regarding special properties of the assessed model variables. One of the most interesting
extensions concerns additional properties for the assessed average indices. These indices refer to the average
satisfaction indices, which are the mean value of the global and marginal value functions and can be considered as the
basic performance norms and the average demanding indices, which indicate customers’ demanding level and
represent the average deviation of the estimated value functions from a “normal” (linear) function. The main aim of the
study is to show how incorporating these additional constraints in the linear program of the original MUSA method, the
robustness of the estimated results may be improved. In addition, the study presents potential problems in the
aforementioned approach, especially in case of inconsistencies between global and partial judgments, and proposes
alternative modeling techniques based on goal programming that may be used in the post-optimality analysis step of
the method.

KEYWORDS

MUSA method, robustness analysis, ordinal regression, satisfaction analysis

1. INTRODUCTION

The MUSA (MUlticriteria Satisfaction Analysis) method is a preference disagregation approach following the
main principles of ordinal regression analysis. It measures and analyzes customer satisfaction assuming that
customer’s global satisfaction is based on a set of criteria representing service characteristic dimensions.
The main object of the MUSA method is the aggregation of individual judgments into a collective value
function.

Different extensions of the method for the improvement of the provided results include additional DMs’
preferences or desired properties of the inferred preference system. These extensions concern properties
for the estimated value functions, hierarchy or interaction of criteria, alternative objective functions (during
the post-optimality analysis), different types of input data (ordinal/cardinal), etc.

This study presents an extension of the MUSA method based on desired properties of the inferred
preference system and the examination of whether the introduction of additional constraints in the linear
program of the original MUSA method may improve the robustness of the estimated results.
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2. THE MUSA METHOD

2.1. Mathematical Development

The MUSA method assesses global and partial satisfaction functions Y" and X,-* respectively, given
customers’ judgments Y and X. The method follows the principles of ordinal regression analysis under
constraints using linear programming techniques (Jacquet-Lagréze and Siskos, 1982; Siskos and
Yannacopoulos, 1985; Siskos, 1985). The ordinal regression analysis equation has the following form:

= (1)

i=1

where b, is the weight of the i-th criterion and the value functions Y~ and X; are normalised in the

interval [0, 100]. The main objective of the method is to achieve the maximum consistency between the
value function Y and the customers’ judgments Y. Based on the above modelling and by introducing two
error variables o” and o, the ordinal regression equation becomes as follows:

Y =>bX -0 +0 (2)
=

where Y' is the estimation of global value function Y and ¢" and ¢ are the overestimation and
underestimation error, respectively.

The final form of the linear programming problem is as follows:

M
[min]F = ZU; +0o;
=1

under the constraints

n ti-l t;-1

Z:llkzﬂ:Wik _Zzlzm _6}— +O—j_ :O,for J ::LZ,...,M

aizm =100 5
m=1

Z,20,w, >0, vm,ik
g}r >0, o'; >0, for j=1,2,...,M

where t; and t;; are the judgments of the j-th customer globally and partially for each criterion i=1,2,....,n, M

is the number of customers and z,,,, wy are a set of transformation variables such us:
z,=y™-y" form=12,..0-1 @)
W, =bx** —bx* for k=12,...a —1 and i=1,2,...,n

where a and «; is the evaluation ordinal scale for the global assessment and for the assessment of the i-th
criterion, respectively.
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Furthermore, taking into account the hypothesis of strict preferential order of the scales of some or all the
dimensions/criteria, the following conditions are met:

{y"m <y™ o y"<y™ form=12,..a (5)

X <X e x < xt fork=12,....4,—-1and i=12,...,n

where < means “strictly less preferred”. Based on (5) the following conditions occur:

{y*m”—y*mZy@ZmZy@z;nZO form=12,...,a (6)

K+l

X x>y ow, >y, ow, 20 fork=12,...,0,-1 andi=12,....,n

where y and y; are the preference thresholds (minimum step of increase) for the value functions Y~ and
Xi* , respectively, with y, y;> 0, and it is set that:

{zm =z, +y form=12,...,0 )

w, =w, +y, fork=12,....0,-1andi=12,..,n

The proposed extension affects the initial LP and constitutes the generalized form of the MUSA method
(Grigoroudis and Siskos, 2002; Grigoroudis and Siskos, 2010).

2.2. Post Optimality Analysis

The previous (initial) LP is considered as producing an optimal solution with many degrees of freedom.
Therefore, a stability analysis, as a post-optimality analysis, follows. During the post-optimality analysis
stage of the MUSA method, n linear programs (equal to the number of criteria) are formulated and solved.
Each linear program maximizes the weight of a criterion and has the following form:

o1

[max]F’:Zwik for i=12,...,n

k=1

subject to (8)
F<F +e

all the constraints of LP (3)

where F is the optimal value of the objective function of LP (3) and € is a small percentage of F. The
average of the optimal solutions given by the n LPs (8) may be considered as the final solution of the
problem. In case of instability, a large variation of the provided solutions appears and the final average
solution is less representative.

The stability of the results provided by the post-optimality analysis is calculated with the Average Stability
Index (ASI). ASI is the mean value of the normalized standard deviation of the estimated weights b; and is
calculated as follows:

2
ny b/} —(Zb/']
AS[:l—lz j:‘ j:‘

(9)
no 100vn -1
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where bij is the estimated weight of the criterion i, in the j-th post-optimality analysis LP (Grigoroudis and
Siskos, 2002; Grigoroudis and Siskos, 2010).

Furthermore, the fitting level of the MUSA method refers to the assessment of a preference collective value
system (value functions, weights, etc.) for the set of customers with the minimum possible errors. For this

reason, the optimal values of the error variables indicate the reliability of the value system that is
evaluated.

The Average Fitting Index (AFI) depends on the optimum error level and the number of customers:

*

AFl=1-—F (10)
100-M

where F” is the minimum sum of errors of the initial LP, and M is the number of customers.

The AFI is normalised in the interval [0, 1], and it is equal to 1 if F = 0, i.e. when the method is able of
evaluating a preference value system with zero errors. Similarly, the AF/ takes the value 0 only when the

pairs of the error variables aj+ and o take the maximum possible values.

An alternative fitting indicator is based on the percentage of customers with zero error variables, i.e. the
percentage of customers for whom the estimated preference value systems fits perfectly with their
expressed satisfaction judgments. This average fitting index AF/, is assessed as follows:

AFl, =—2 (11)

where M is the number of customers for whom o' = ¢ = 0.

A final average fitting index AF/; takes into account the maximum values of the error variables for every
global satisfaction level, as well as the number of customers that belongs to this level:

*

=

Mi p" max{y*m,loo— y*m}

m=1

AFl, =1-

(12)

where p™ is the frequency of customers belonging to the y” satisfaction level.

2.3. Results

The most important results of the method are the estimated value functions. Another interesting result
concerns the average global and partial satisfaction indices, S and S,, which can be assessed according to
the following equations:

1 & .
[ —— pmym
lOO; (23)
1 & “ .
S =— “x* fori=12,...,n
. 100;p. .
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where p" and pik are the frequencies of customers belonging to the y" and Xik satisfaction levels

respectively. It should be noted that the average satisfaction indices are basically the mean value of the
global or partial value functions and they are normalised in the interval [0, 100%].

The average global and partial demanding indices, D and D,, represent the average deviation of the
|II

estimated value curves from a “normal” (linear) function and reveal the demanding level of customers.
They are normalised in the interval [-1, 1] and, are assessed as follows:

D = = a-1
1005 ™1
m1o—1 (14)

“i(loo(k—l) XK

o &l a1 7

i @, _
100 k-1

for a>2

) for o, >2 and i=12,...,n

k=1 (Zi -
3. MODELING ADDITIONAL PROPERTIES

3.1. Model Development

The LP formulation of the MUSA method gives the ability to consider additional constraints regarding
special properties of the assessed model variables. One of the most interesting extensions concerns
additional properties for the assessed average indices.

For example, a linkage between global and partial average satisfaction indices may be assumed, since these
indices are considered as the main performance indicators of the business organization. In particular, the
global average satisfaction index S is assessed as a weighted sum of the partial satisfaction indices S;:

S=3hs =3 Py =3 > pixct (15)
i=1 m=1 k=1

i=1 =

Taking into account the transformation variables z,, w; and using formula (13), the above equation
becomes as follows:

a m-1 no % k-1
D" =2 yw, (16)
m=2 t=1

i=1 k=2 t=1

In the case of the generalized MUSA method, the preference thresholds y and y; should be introduced, and
equation (16) is written:

n 4 k-1 o m=1 14 no %
PO DREDWBICEEDIPIRACESV (17)
i=1 k=2 t=1 m=2 t=1 m=2 i=1 k=2
Similarly, a weighted sum formula may be assumed for the average demanding indices:
D=>bD, (18)
i=1
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Taking into account the transformation variables z,,, w;y and using formula (14), the previous equation can
be written in terms of the MUSA variables:

m=1 a1

floO(m—1>—<a—1)Zzt . Z(k—l)a‘z_lwn (o, —wan

WD) :Z =

(19)

In the case of the generalized MUSA method, equation (19) should be modified by introducing the variables
Z:n and Wi'k (see formula (7)).

The equations (17) and (19) may be introduced as additional constraints in the LP (3). However, these
additional properties of average indices should be used carefully, since their form does not guarantee a
feasible solution of the LP, especially in case of inconsistencies between global and partial satisfaction
judgments. For this reason, the aforementioned equations may be written using a goal programming
formulation and used alternatively as post-optimality criteria.

3.2. Numerical Example

A hypothetical numerical example has been used in order to examine whether the introduction of
additional constraints in the linear program of the original MUSA method may improve the robustness of
the estimated results. In this example 20 customers express their satisfaction globally and for 3 different
criteria using a three-level qualitative scale (see Table 1).

Table 1 Performance Judgments

Table 1: Performance Judgments
Overall Criterion 1 Criterion 2 Criterion 3
Satisfied Satisfied Very Satisfied Very satisfied
Satisfied Dissatisfied Satisfied Very satisfied
Satisfied Dissatisfied Very satisfied Satisfied
Very satisfied Very satisfied Very satisfied Very satisfied
Very satisfied Very satisfied Very satisfied Very satisfied
Satisfied Very satisfied Satisfied Satisfied
Satisfied Satisfied Very satisfied Very satisfied
Satisfied Satisfied Very satisfied Satisfied
Satisfied Satisfied Satisfied Satisfied
Dissatisfied Very satisfied Satisfied Dissatisfied
Very satisfied Very satisfied Very satisfied Satisfied
Satisfied Satisfied Very satisfied Dissatisfied
Satisfied Very satisfied Satisfied Dissatisfied
Very satisfied Very satisfied Satisfied Very satisfied
Dissatisfied Dissatisfied Dissatisfied Dissatisfied
Satisfied Satisfied Satisfied Satisfied
Very satisfied Satisfied Very satisfied Very satisfied
Satisfied Very satisfied Dissatisfied Satisfied
Satisfied Very satisfied Dissatisfied Very satisfied
Very satisfied Very satisfied Very satisfied Satisfied

Table 2 presents the results of the original MUSA method and of the extension of the method with the
successive introduction of additional constraints for the average satisfaction and demanding indices.
According to Table 2, there is a remarkable increase of the AS/ and AFl, indices when the additional
constraints are introduced in the original MUSA method. The slight decrease (<1%) that appears for the
other two fitting indices (AFl;.and AFI/5) is not sufficient to reduce the considerably improved results.
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Table 2 Results - comparison

Table 2: Results - comparison
Original MUSA MUSA method + Constraint for MUSA method + Constraint for average
method average satisfaction indices satisfaction / demanding indices
91.67% 91.67%
0,
AFl; 92.00% (-0.36%) (-0.36%)
AFl, o 75.00% 75.00%
60.00% (+25.00%) (+25.00%)
AFI; o 89.04% 89.04%
89.47% (-0.49%) (-0.49%)
80.07% 80.56%
0
Asl 71.95% (+11.29%) (+11.98%)

4. CONCLUDING REMARKS

The introduction of additional constraints in the linear program of the original MUSA method seems to
increase its stability. The MUSA method is a rather flexible approach and thus several extensions may be
developed taking into account additional information or data. Additional information that can be
introduced in the original MUSA method and improve its robustness may include preferences for the
importance of the criteria or other model properties. A simulation study can also be performed in order to
study the impact of model parameters and whether appropriate combinations of these parameters can
improve the stability of the provided results. Additional measures of robustness may facilitate the
investigation of various extensions of the MUSA model.
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Abstract

The multicriteria method MUSA (MUlticriteria Satisfaction Analysis) is a preference disaggregation model following the
principles of ordinal regression analysis (inference procedure). The method is used for measuring and analyzing
customer satisfaction and aims at evaluating the satisfaction level of a set of individuals (customers, employees, etc.)
based on their values and expressed preferences. This study presents an extension of the MUSA method based on
additional customer preferences. In particular, a customer satisfaction survey may include, besides the usual
performance questions, preferences about the importance of the criteria. Using such questions, customers are asked
either to judge the importance of a satisfaction criterion using a predefined ordinal scale, or rank the set of satisfaction
criteria according to their importance. All these performance and importance preferences are modeled using linear
programming techniques in order to assess a set of marginal satisfaction functions in such a way that the global
satisfaction criterion and the importance preferences become as consistent as possible with customer’s judgments.
Based on these optimality criteria, the extension of the MUSA method is modeled as a Multiobjective Linear
Programming (MOLP) problem. The main aim of the study is to show how combining customers’ performance and
importance preferences, the robustness of the estimated results may be improved compared to the original MUSA
method. An illustrative example is presented in order to show the applicability of this approach, while several MOLP
techniques (e.g., heuristic method, compromise programming, global criterion approach) and post-optimality
approaches are applied.

KEYWORDS

MUSA extension, robustness improvement

1. INTRODUCTION

The MUSA (MUIticriteria Satisfaction Analysis) method is a preference dissagregation model for measuring
and analyzing customer satisfaction. It follows the principles of ordinal regression analysis and aims at
evaluating the satisfaction level of a set of individuals (customers, employees, etc) based on their values
and expressed preferences. Considering that the MUSA method is based on a linear programming modeling
the problem of multiple or near optimal solutions appears in several cases. This has an impact on the
stability level of the provided results. Additional customer preferences such as preferences about the
importance of the criteria may improve the stability of the basic MUSA model.

2. THE MUSA METHOD

The main objective of the MUSA method is the aggregation of individual judgments into a collective value
function assuming that client’s global satisfaction depends on a set of n criteria or variables representing
service characteristic dimensions. According to the model, each customer is asked to express his/her
preferences, namely his/her global satisfaction and his/her satisfaction with regard to the set of discrete
criteria. MUSA assesses global and partial satisfaction functions Y and X,* respectively, given customers’
judgments Y and X;. The method follows the principles of ordinal regression analysis under constraints using
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linear programming techniques (Jacquet-Lagreze and Siskos, 1982; Siskos and Yannacopoulos, 1985; Siskos,
1985). The ordinal regression analysis equation with the introduction of a double-error variable
representing the overestimation and underestimation error has the following form:

n
Y'=)bX -c"+0
i-1 (1)
n
> b=1
i=1
where the value functions Y~ and X, are normalised in the interval [0, 100], and b, is the weight of the i-
th criterion.
Removing the monotonicity constraints, the size of the previous LP can be reduced in order to decrease the
computational effort required for optimal solution search. This is effectuated via the introduction of a set of
transformation variables, which represent the successive steps of the value functions ¥~ and Xi* (Siskos
and Yannacopoulos, 1985; Siskos, 1985). The transformation equation can be written as follows (see also

Figure 3):
z =y™-—y™ form=2,..a-1
w, =bx*“* —bx* for k=1.2,..., —1 and i=1,2,...,n

(2)

According to the aforementioned definitions and assumptions, the basic estimation model can be written in
a linear program formulation as it follows:

M
. + -
[min]F = ZO'J- -I-()'j
=1
under the constraints

n ti-1 tj-1

D> Wy >z, -0 +0; =0,for j=12,.,M

i=1 k=1 m=1

aizm =100 (3)
m=1

n a-1

> > w, =100

i=1 k=1

z,20,w, >0, Vm,i,k

G; >0,0; 20, for j=12,...M

where M is the number of customers.

The preference disaggregation methodology consists also of a post optimality analysis stage in order to face
the problem of multiple or near optimal solutions. The MUSA method applies a heuristic method for near
optimal solutions search (Siskos, 1984). The final solution is obtained by exploring the polyhedron of near
optimal solutions, which is generated by the constraints of the above linear program. During the post
optimality analysis stage of the MUSA method, n linear programs (equal to the number of criteria) are
formulated and solved. Each linear program maximizes the weight of a criterion and has the following form:
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-1
[max]F’'=>w, for i=12,...,n
k=1

subject to
F<F +¢

all the constraints of LP (3)

4

where F is the optimal value of the objective function of LP (3) and ¢ is a small percentage of F.

The average of the optimal solutions given by the n LPs (4) may be considered as the final solution of the
problem. In case of instability, a large variation of the provided solutions appears and the final average
solution is less representative.

3. MODELING PREFERENCES ON CRITERIA IMPORTANCE

3.1. Model Development

A customer satisfaction survey may include, besides the usual performance questions, preferences about
the importance of the criteria. Using such questions, customers are asked either to judge the importance of
a satisfaction criterion using a predefined ordinal scale, or rank the set of satisfaction criteria according to
their importance.

Based on such importance questions, each one of the satisfaction criteria can be placed in one of the
following categories Cy, Gy, ..., C;, where C; is the most important criterion class and C, is the less important
criterion class. Considering that C, with / the class index, are ordered in a 0-100% scale, there are T,
thresholds, which define the rank and, therefore, label each one of the classes (see Figure 1). Thus, the
evaluation of preference importance classes C, is similar to the estimation of thresholds T,

Figurel Preference importance classes

Cq Cos C C. C
] 50 50 5 50 50
| I P P |

0% Te1 To2 T T T, T 100%

An ordinal regression approach may also be used in order to develop the weights estimation model. The
WORT (Weights evaluation using Ordinal Regression Techniques) model is presented in LP (5) in which the
goal is the minimization of the sum of errors under a set of constraints according to the importance class
that each customer j considers that a criterion i belongs (Grigoroudis and Spiridaki, 2003).
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[min] F, ZZS*+S’
an—loo T,-6+S; >0, b, eC,
t=1

3w, 100 T, , +5-8; <0
= b, eCL1=2..,9-1; V i=12..,n ko j=12,..,.M

-1

an -100 T,-6+S; 20

Zwt—looT L+8-S;<0, b, eC (5)

T-T, > A
W,,S;,S; 20, Vi, jk

ik ~ij

Here, bjj is the preference of customer j about the importance of criterion i., § is a positive number, which
is used in order to avoid cases where b;=T, V/ and A a minimum value introduced to increase the
discrimination of the importance classes.

3.2. Combining Performance and Importance Judgments

Using together customers’ performance and importance judgments, an extension of the MUSA method may
be modeled as a Multiobjective Linear Programming (MOLP) problem (see MOLP(6)). The main purpose of
this analysis is to examine whether additional information about the weights of the criteria can improve the
results of the MUSA method.

[min] ZO' +o,
[min] ZZSU +8, 6)

i=1 j=1
subject to
all the constraints of LPs (3) and (5)

The examination of possible improvement is done through the Average Stability Index (ASI). AS/ is the mean
value of the normalized standard deviation of the estimated weights b; and is calculated as follows:

2
n (6] - b/
1L = I=
ASI =1——
nZI: 100v/n -1 v
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where bij is the estimated weight of the criterion i, in the j-th post-optimality analysis LP (Grigoroudis and
Siskos, 2002).

Since competitiveness of the objective functions is the main characteristic of MOLP problems, searching for
a solution that optimizes both F and @ is rather pointless. The above problem may be solved using any
MOLP technique (e.g. compromise programming, global criterion approach, etc.). Here, an alternative
heuristic method, consisting of three steps, is presented (Grigoroudis et al., 2004):

Step 1: Step 2:
Solve the following Minimize the errors S} and S using the
M following LP:
[min]F=ZO'j++0'; o
- (8 |[min]@=2>5; +S; .
LP: 4 subject to i=1 j=1 (9)
all the constraints of LPs (3) and (5) subject to
F<F +¢
all the constraints of LPs (3) and (5)

where F is the optimal value of the objective function of LP (8), and &, is a small percentage of F.

Step 3:
Perform stability analysis (formulate and solve n LPs where each one maximizes the weight of a criterion):

-1
[min]F"=>w, fori=12..,n
k=1

subject to

F<F + &, (10)
DP<D +¢,

all the constraints of LPs (3) and (5)

where F*, @ are the optimal values of the objective functions of LPs (8)-(9), and &, €, are small percentages
of F and @, respectively; similarly to the basic MUSA method, the final solution is calculated as the
average of the optimal solutions of the previous LPs.

A detailed discussion about modelling preferences on criteria importance in the framework of the MUSA
method, as well as real-world applications of the aforementioned approaches are given by Grigoroudis and
Spiridaki (2003) and Grigoroudis et al. (2004).

4. NUMERICAL EXAMPLE

A hypothetical numerical example has been used in order to examine whether additional information about
the weights of the criteria can improve the stability of the provided results. In this example 20 customers
express their satisfaction globally and for 3 different criteria using a three-level qualitative scale (see Table
1). Similarly, according to Table 2, customers are called to express their preferences about the importance
of the criteria using three importance classes.
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Table 1 Performance Judgments Table 2 Importance Judgments

Overall Criterion 1 Criterion 2 Criterion 3 Criterion 1 Criterion 2 Criterion 3
Satisfied Satisfied Dissatisfied Very satisfied Important Important Important
Satisfied Dissatisfied Satisfied Very satisfied Important Very important Unimportant
Satisfied Dissatisfied Very satisfied Satisfied Important Important Important
Very satisfied Very satisfied Very satisfied Very satisfied Important Very important Unimportant
Very satisfied Very satisfied Very satisfied Very satisfied Important Very important Important
Satisfied Very satisfied Satisfied Satisfied Important Very important Unimportant
Satisfied Satisfied Very satisfied Dissatisfied Very important Important Unimportant
Satisfied Satisfied Very satisfied Satisfied Very important Important Unimportant
Satisfied Satisfied Satisfied Satisfied Important Very important Important
Dissatisfied Dissatisfied Dissatisfied Dissatisfied Important Very important Unimportant
Very satisfied Very satisfied Very satisfied Satisfied Important Very important Important
Satisfied Satisfied Very satisfied Dissatisfied Important Important Important
Satisfied Very satisfied Satisfied Dissatisfied Important Very important Unimportant
Very satisfied Very satisfied Satisfied Very satisfied Very important Important Important
Dissatisfied Dissatisfied Dissatisfied Dissatisfied Important Very important Important
Satisfied Satisfied Satisfied Satisfied Important Very important Important
Very satisfied Satisfied Very satisfied Very satisfied Important Very important Important
Satisfied Very satisfied Dissatisfied Satisfied Unimportant Important Very important
Satisfied Very satisfied Dissatisfied Very satisfied Important Important Important
Very satisfied Very satisfied Very satisfied Satisfied Important Very important Unimportant

Table 3 presents the results for a single set of values for the parameters of the MUSA extension model
(v=y=2, A=0.1, 6=0.015, e=¢;=€,=0.1). Different scenarios with various values for the parameters have also
been examined with similar results. According to Table 3, criterion 2 is the most important one and criterion
3 is the less important in all cases. But considering the AS/ index there is a remarkable increase when
additional information about the weights of the criteria is introduced regardless the MOLP technique
chosen for the solution of the problem and it reaches almost 100% when using compromise programming.

Table 3 Results - comparison

Basic MUSA model Compromise programming Global criterion Heuristic method
Criterion 1 weight 30.51% 36.63% 36.04% 36.30%
Criterion 2 weight 40.12% 36.69% 37.27% 37.02%
Criterion 3 weight 29.37% 26.68% 26.69% 26.68%
ASI 83.74% 99.98% 98.81% 99.31%

5. CONCLUDING REMARKS AND FUTURE RESEARCH

The introduction of additional information about the importance of the criteria seems to increase the
stability of the MUSA model. Further investigation with the simulation of data sets with various
combinations of the parameters values or data with different statistical characteristics is also needed in
order to validate the previous assumption. Using different criteria for the post-optimality analysis of the
basic or the WORT MUSA models should also be investigated as it can give different results. The
introduction of other additional information or constraints such as the linkage between global and partial
satisfaction and demanding indices may also decrease instability of the MUSA method and should also be
examined. Finally, developing additional measures of robustness may facilitate the investigation of various
extensions of the MUSA model.
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Abstract

An efficient frontier in the typical portfolio selection problem consists an illustrative way to express the tradeoffs
between return and risk. Following the basic ideas of modern portfolio theory as introduced by markowitz the security
returns are usually extracted from past data. This work is an attempt to incorporate future returns scenarios in the
investment decision. For representative points of the efficient frontier, the minimax regret portfolio is calculated on the
basis of the aforementioned scenarios. These points correspond to specific weight combinations. in this way, the areas
of the efficient frontier that are more robust than others are identified. An example with the 50 securities from
eurostoxx 50 is also presented to illustrate the method.

KEYWORDS

Multiobjective programming; Robust programming; Financial modeling

1. INTRODUCTION

In financial theory, models allowing the selection of an optimal portfolio are all inspired from the classical
theory of Markowitz (1952, 1959), which is exclusively based on the criteria of expected value and variance
of the return distribution. In this regard, an investor considers expected return as desirable and variance of
return as undesirable. The Markowitz’s theory describes how we calculate a portfolio which exhibits the
highest expected return for a given level of risk, or the lowest risk for a given level of expected return
(efficient portfolio). Then, according to the theory, the problem of portfolio selection is a single-objective
quadratic programming problem, which consists in minimizing risk, while keeping in mind an expected
return which should be guaranteed. Thus, the solution of the original bi-objective model is reduced to the
parametric solution of a single objective problem, providing the efficient (or Pareto optimal) portfolios
(Xidonas et al, 2010, 2011).

In Modern Portfolio Theory (MPT) the return and risk for each stock in the investment universe are usually
extracted from past data. In this work we try to incorporate future scenarios for the return and risk that is
mainly based on the perspectives of the investor/decision maker. It is an attempt to show how this
information may be exploited and produce robust portfolios against the future scenarios. We deal with
future scenarios using the concept of the minimax regret criterion as it was proposed for Mathematical
Programming problems by Kouvelis and Yu (1997).

The methodological contribution of the present work is that it expands the concept of the robust solution
as it was proposed by Kouvelis and Yu to the multi-objective case. Namely, we use the minimax regret
criterion in order to identify robust Pareto optimal solutions in the Pareto front of multi-objective problems.
In this way we can identify areas of the Pareto front that are more robust than other. The specific areas of
the Pareto front are characterized by the weight combination used in the objective functions.
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The remainder of the paper is as follows: In the second section we describe the methodology and in the
third section we present the application that illustrates the method. Finally, in section 4 the main
conclusions are presented.

2. METHODOLOGY

2.1. The Minimax Regret Criterion in Mathematical Programming

It is well known that the minimax regret criterion is among the most popular criteria in Decision Science
along with the maximax, maximin, Hurcwitz criterion etc) where different scenarios are present. It was
introduced by Savage (Savage, 1954). It actually aims ate selecting the solution or alternative which is under
the worst case closer to its scenario optimum. Assume that we have the following payoff table with 3
alternatives and 5 scenarios (assume that the optimum is the maximum which are the yellow cells).

Table 1 Example of Payoff matrix (a) and regret matrix (b)

(a) Payoff matrix (b) Distance from optimum (regret matrix)
Scenl | Scen2 | Scen3 | Scen4 | Scen5 Scenl | Scen2 | Scen3 | Scen4 | Scen5 | Worst case
Solution 1 3 12 14 6 6 8 0 0 3 4 e
Solution 2 11 8 7 6 10 0 4 7 3 0 7
solution3 | 8 | 8 |11 | 9 | s 3 | a3 | o] s >

In the rightmost column we calculate the maximum of each row to find the worst case scenario for each
solution (worst case in the sense that is more distant from the optimal of the scenario). The minimax regret
solution is the one that has the minimum among the worst case values which is Solution 3 in our case.
Kouvelis & Yu (1997) accomplish this task not for a finite number of solutions but for an infinite number of
solutions according to the feasible region of the problem. Other attempts include the works of Mausser and
Laguna (1999) as well as Loulou and Kanudia (1999). According to Kouvelis and Yu (1997) assume the
following mathematical programming problem:

max z = CX

st

xeF

Assume now that we have S scenarios for the objective function coefficients which means that the

corresponding objective function coefficient vectors are denoted as . The minimax regret solution is
calculated from the following problems:

(a) Relative regret (b) Deviation regret
Zywr =MiNy Zyyr =MINYy
st st
c’x>(1-y)z® seS c’x>z°-y seS
xeF xeF
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Where z° is the optimal value for the s-scenario and y is the variable that expresses the minimax regret.

2.2. Extension of the Minimax Regret Criterion to the Multi-objective Context

In the present work we extend the formulation of Kouvelis and Yu to the multi-objective case. Specifically
we use the weighting method in order to calculate the Pareto optimal solutions of the Pareto front. In the
weighting method we solve one single-objective problem that has as objective function the weighting sum
of the objective functions at hand (assume all objectives are for maximization).

P c,x—f .
maxz=>» w,x—— B0
Pf = f
p=1

p,max p,min

st xeF

Where f;min and fymax are the minimum and the maximum values of the objective functions as obtained
from the payoff table. The solution of this problem corresponds to a Pareto optimal solution of the multi-
objective problem. Varying the weights we obtain a representative set of the Pareto optimal solutions of
the multi-objective problem. The concept of our method is to apply the Kouvelis and Yu formulation to
every combination of the weights. In this way we obtain the minimax regret solutions that correspond to
different areas of the Pareto front. Assuming that we have S scenarios for the objective function
coefficients, we discretize the weight space to g weight combinations (vectors) and we solve the following
problem:

MMR(g) =miny,

st

P cox—f°

> wix—E——PT >(1-y )z; seS
p=1 fp,max - fp,min

XxeF

and we solve the above problem for every g obtaining the MMR solution at representative points of the
Pareto front. According to the value of the minimax regret solution (y,) we can draw conclusions about the
areas of higher or lower robustness of the Pareto front. The flowchart of the algorithm adjusted to the
specific case study where the objective functions are maximize return (ret) and minimize risk is depicted in
Figure 1.
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Figure 1. The flowchart of the method for minimax regret criterion

Start

A4
| Calculate the S payoff tables |—>

Obtain individual optima
ret,™ ret,™", risk ™, risk,mi" model ( 1)

risk™ — risk_ (x ret, (x)—ret™
! 20 (g) = maxfu? Tl g S )
risk;™ —risk; ret™ —ret;
Discretize the weight space to G points (w;, w,) st xcF
e.g. (0,1), (0.1,0.9)...(1,0)
l NO YES

model (2)
> s=stl MMR(g) = min y,
NO st
A ialemax i _ min
Find z™*(g) solving model (1) | w; ”_Sksmax ”_Sksr(ni):) +w; retsm(:i) retmsin >(1- yg)zsm"‘x(g) seS
risk,"™ —risk; ret;™ —ret;
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3. APPLICATION

We use the 50 stocks of the Eurostoxx 50 the Europe's leading blue-chip index for the Eurozone, provides a
high capitalization representation of supersector leaders in the Eurozone. The index covers 50 stocks from
12 Eurozone countries. The model is presented in Xidonas and Mavrotas (2013). We use five scenarios of
return and risk evolution. In the absence of actual decision makers we create 5 scenarios for the return and
the risk as follows: We used historical data of 80, 60, 40, 20, and 10 weeks extracting the average return
and Mean Absolute Deviation (MAD) as a risk measure from the corresponding data. Therefore scenario 1
that corresponds to 80 weeks past horizon denotes a more long-term point of view than scenario 2, 3, 4 and
5 that denotes a short-term behavior. The five efficient frontiers are depicted in Figure 2.
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Figure 2: The five efficient frontiers

100

80 /(/)(
70
60 /K =0—scenario 1
/ / == scenario 2
50 .
j / scenario 3
40 (/. === scenario 4
=3i=scenario 5
30 f
20 [
10

0 20 40 60 80 100 120 140

The obtained results using the minimax regret model are shown in Table 2. We used 11 weight
combinations, namely (0,1), (0.1,0.9), (0.2,0.8)...(0.9,0.1), (1,0). The optimum of each scenario for the
weight combinations (0,1), (0.1,0.9) and (1,0) along with the minimax regret solution are shown in Table2
(the first objective function is the minimization of risk and the second one is the maximization of return)

Table 2: The output format of the obtained solutions for three weight coefficients

wi= 00

SCEN# WSUM MAD  Return Stck/Portf 1 2 3 4 5 6 7 8 9 10 11 .. 50
1 0999 2.4902 58.731 10 0 o1 0 0 0 0 0 o1 0 0 o1 0
2 0999 2.265 44.632 10 0 o1 0 0 0 0 0 o1 0 0 o1 0
30,999 2.2734 47.821 10 0 o1 0 0 0 0 0 o1 0 0 o1 0
4 0999 1.9764 90.459 0 0 o1 0 0 0 0 0 0 0 0 o1 0
5 0.999 2.2553 94.112 0 0 o1l 0 0 0 o1 0 0 0 0 o1 0

MMR=  0.1666* * 1 0 o1l 0 0 0 0 0 0 0 0 o1 0

wi= 01

SCEN# WSUM MAD Return Stck/Portf 1 2 3 4 5 6 7 8 9 10 1 50
1 0.9061 2.2974 58.089 0 0 o1l 0 0 0 0 0 o1 0 0 o1l 0.1
2 09073 20772 44.1 10 0 o1 0 0 0 0 0 o1 0 0 o1 0
3 09 22734 47.821 0 0 o1 0 0 0 0 0 o1 0 0 o1
4 0.9097 1.8486 90.348 0 0 o1l 0 0 0 0 0 0 0 0 o1 0
5 09 22553 94.112 10 0 o1l 0 0 0 o1 0 0 0 0 o1 0

MMR=  0.1895* * 12 0 o1l 0 0 0 006 0 0088 0 0 o1 0

wl= 10

SCEN# WSUM MAD Return Stck/Portf 1 2 3 4 5 6 7 8 9 10 1 50
1 0999 1.4528 12.402 12 0 o1 0 o ol 0 0.042 0 0 0 0
2 0999 1.3768 9.962 12 ¢ 0 0047 0 0 0.099 0 o1 0 0 0 0
3 0999 13905 8.3581 13 C 0 006 0 0 007 0 o1 0 0 0 0.067
4 0999 0.829120.1063 13 0 0 0 001 0057 0 0 0 0 0 0
5 0999 0.618210.8648 11 ¢ o1 0 0 0 0 0 o1 0 0 0 0

MMR=  0.086* * 13 ¢ 002 0 0 0 0.068 0 o1 0 0 0 0
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We can observe that the minimax regret solution in all the weight combinations contains more stocks in
the final portfolio than the individual scenarios optima. This means that we have a more dispersed
allocation of the total investment.

The minimax regret (MMR) solution across the Pareto front is obtained from the MMR values for the
specific weight combinations. Hence we can detect areas of the Pareto front that present relatively
increased robustness in relation to other areas. We calculate the MMR solutions for the 11 weight
coefficients for the relative and the deviation regret criterion (see section 2). The results are shown in
Figure 3 for the relative MMR.

Figure 3 The MMR values across the Pareto front (relative MMR)
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In Figure 3 the lower the MMR the more robust is the specific area of the Pareto front. Hence It is obvious
that there are areas in the Pareto front with higher robustness based on the 5 scenarios. For example the
Pareto optimal solutions that correspond to weights varying from 0.1 to 0.4 are less robust than the Pareto
optimal solutions that correspond to weights varying from 0.6 to 1 (robust area of the Pareto front).

4. CONCLUSIONS

We extend the Kouvelis Yu formulation for the minimax regret criterion in multi-objective programming
problems. Using the weighting method for generating the Pareto optimal solutions we can detect the
robust areas of the efficent frontier. Future research can be driven towards examining the effectiveness of
the method for more objective functions and also in other applications.
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Abstract

The size of the pharmaceutical market and its contribution, both in national and global level, to the regional, national
and international economic development is widely recognized. This fact signifies that the supported and efficient
decision making in the sector is a matter of paramount importance. This paper refers to a multicriteria assessment
system for portfolio optimization in the Hellenic pharmaceutical market. The evaluation criteria are extracted from
three points of view, namely: i) current market situation, ii) development of the sector over the recent years, and iii)
comparison with other European countries. The overall objective of this research work is the assessment and ranking of
192 therapeutic categories for investment purposes in the Hellenic pharmaceutical market. The ranking of these
categories is obtained through the utilization of an additive value model which is assessed by the ordinal regression
method utastar, implemented in three phases. in the first phase, the decision maker (dm) is asked to rank a sample of
these alternatives, to infer an additive value system which should be as close as possible to the dm’s ranking and as
robust as possible. In a second phase, all the alternatives are evaluated and a complete ranking is obtained. Finally, in
order to analyze the robustness of the model, given the incomplete determination of inter-criteria model parameters, a
random weighting sampling technique is utilized, to obtain the probability that an alternative maintains its initial
position in the ranking.

KEYWORDS

Multiple Criteria Decision Analysis, Pharmaceutical market strategy, Ordinal regression, Robustness analysis

1. INTRODUCTION

Greece throughout the last three years is experiencing an economic crisis and recession in a scale
unprecedented within Eurozone. Data analyzing and decoding the messages that this murky economic
environment is signaling constitutes the black box that everyone is search of, in order to optimize the
outcome of a forecast. So here lays the question of what a company, which is willing to invest, can really
do?

Even though the attempt to invest within an economic environment, with the aforementioned
characteristics, is a risk, investments and investors will always emerge when opportunities are likely to
appear. In such an economic turmoil opportunities will arise but the key element that will minimize the risk
factor, in terms of capital and labor forces loss, is diversification of the investment portfolio along with in
depth analysis of the data of the market in which the investments will take place.

One sector that has succeeded in withstanding the economic crisis is the pharmaceutical. Having said that
the sector has suffered lately a considerable downsize in terms of gross revenue and labor force reduction
(Athanasiadis et al., 2012). Despite the latter, the pharmaceutical sector, which is consisted of the
companies that manufacture or import drugs or non-pharmaceutical products, is one of the main pillars of
the Greek industry and one of the largest employers in the Greek economy. According to the Greek
Pharmaceutical Companies Association the expenditure on pharmaceutical products represents 2.5% of the
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GDP from 2007 and onwards, while pharmaceutical products constituted the 5% of the gross exports of the
country and more than 6% of the gross imports in 2010 (Athanasiadis et al., 2012).

The contribution of the pharmaceutical sector in the domestic economy is not restricted at the commercial
aspect, it affects considerable the labor factors as well. According to data provided by the Division of Labor
force of the Hellenic Statistics Agency, in 2011 approximately 13.600 persons were employed at the sector
of pharmaceutical manufacture, a number which renders the sector a main player in the overall labor
within the Greek economy (Bank of Piraeus, 2011).

The ongoing downturn of the pharmaceutical market since 2009 with a rate of 12% per annum, with the
situation being exacerbated the last two, with a downturn rate of 18% per annum (see Figure 1), cannot be

interpreted that the companies should halt any investment program. Within this environment the
companies should have a balanced scorecard and carefully assess the investment targets.

Figure 1: Pharmaceutical Sector - value sales evolution (Data source: IMS Hellas).
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The purpose of this paper is to provide the appropriate tools and methodologies to assist the managers of a
pharmaceutical company in investing on new pharmaceutical products. The paper proposes an integrated
multicriteria decision aid (MCDA) methodology to extract and imprint the preferences of the decision
makers-managers of a pharmaceutical company.

The study described below elaborates with the involvement of two real experts in the pharmaceutical
market in the role of the decision maker. In the end, a personalized ranking of the possible therapeutic
categories for investment emerges, from which the company will select those top ranked to form its
investment portfolio. At the end of the paper, the robustness of the model and its results is analyzed, to
check for differentiations over the final ranking, supporting therefore further the investment decision of the
company.

2. PROBLEM STATEMENT AND THE MULTICRITERIA EVALUATION SYSTEM

In the case of a pharmaceutical company, there is a plethora of decisions that managers are obligated to
take. Through this paper, the problematic concerning the launch of a prototype drug in the Greek market is
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analyzed, which the company already has launched abroad or may purchase it from another company and
then import it in the Greek market.

The success or failure of this new launch is affected by many different parameters and criteria that
differentiate according to which strategy the company is willing to follow. For instance, some would opt the
strategy to target large therapeutic categories with low pricing relying on their organized production and
brand recognition, in order to eliminate head on the competition, while others would prefer to invest in
smaller therapeutic categories where the competition is less dynamic and precise (Jones, 2002).

Besides the scope under which the decision makers set their preferences, the main purpose of this
simulation is the assessment of all 192 existing therapeutic categories (EphMRA, 2012) of level three (ATC-
3s, see Figure 2), through a number of evaluation criteria to be modeled in the following section.
Consequently, their preferences can be prioritized on a scale of importance to select the therapeutic
category they will be interested to invest upon.

Figure 2: Anatomic Therapeutic Classification
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After reviewing the literature for similar surveys, focusing on the evaluation of therapeutic categories, a
problem of confidentiality occurred since these projects/surveys constitute a main tool of corporate
strategy in real corporate life.

For instance, major consulting groups are involved in the assessment of pharmaceutical categories in order
to provide consistent and credible data to assist their clients to invest in the most profitable way. In Greece,
companies like Boston Consulting Group, McKinsey and especially IMS Consulting Group are the main
players in providing services concerning similar problems with the ones this paper is attempting to address.

2.1. Evaluation Criteria Modeling

Pharmaceuticals are a market with a continuous flow of sales data, numerous products, in depth historical
data, constituting the market an open field for analysis, deployment of statistical model and in general of
any tool of study. To achieve an overall assessment of the pharmaceutical categories, a consistent family of
criteria is built according to the classical modeling methodology of Roy (1985), taking into consideration the
severe Greek economic crisis. More specifically, the problematic of the paper, namely the evaluation of
therapeutic categories is divided into three points of view: (i) the current market situation in Greece, (ii) the
growth of the categories over the previous years, and (iii) the financial differentiations between Greece and
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the rest EU countries. These points of view are farther analyzed to form the ten evaluation criteria of the
study which are presented in Figure 3 and briefly described below.

Figure 3: The multicriteria evaluation system of Therapeutic Category Investment.

Action/ Problematic Points of View Dimensions/ Criteria
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The indices measuring the criteria along with their evaluation scales are presented in Table 1. The data of all
ten criteria stem from IMS Hellas (see data sources).

g1: % market share in value sales (€) in 2012: It is the value market share that each ATC-3 captures within
the total pharmaceutical market for 2012 calendar year.

g2: % of sales contribution from products launched since 2010: The value sales market share of new
launched products (products launched within the last three years) for each ATC-3 is calculated. It is a way to
calculate how easily a new product launch can capture market share within the category.

gs: # of companies contributing 70% of total value sales: The number of companies that all together
contribute the 70% of total value sales for this category. In this way the level of concentration in sales
within category is quantified.

84: % of volume sales from Generics products: This criterion is a measure to evaluate the penetration of Gx
products within the category. The volume market share is calculated in order to eliminate the price effect
from the original products which are more expensive.

gs: % CAGR in terms of volume sales over the last two years: Volume evolution of the ATC-3 category
within the last two years.

8s: Volume mix effect in 2012 vs. 2011: It is a metric calculating the switch from more expensive to less
expensive products revealing how easily the patients switch their brand of choice.

g7+ % Evolution index of Generics in value sales (€) in 2012 vs. 2011: Calculation of the growth of the
category vs. the growth of the total market.
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gs: Number of Standard Units per capita in Greece vs. Other European countries: This criterion measures
the deviation in consumption in terms of dosages per capita in Greece vs. Other European countries.

g9 % of difference between average price per Standard Unit in Greece vs. Other European countries: This
criterion measures the differentiation between the average price of the category in Greece vs. Other
European countries.

g10: Difference between the Generics market share (in Standard Units) in Greece vs. Other European
countries: The delta between the penetration of Gx in Greece and Other European countries is calculated.

Table 1: Evaluation scales of the criteria

Criterion Index Worst Level Best Level Optimize Point of View
g1 % of sales 0.02% 7.57% maximize
g, % of sales 0% 100% maximize Current
Market
g; Integer 1 13 maximize Situation
g % of sales 0% 85.4% maximize
gs % of sales -71.8% 100% maximize
Growth vs.
gs % of sales 0% 61.4% maximize Previous
. Years
g, % ppts 100% 0% minimize
8s % ppts -100% 100% maximize
Greece vs.
89 % ppts -100% 100% maximize Other EU
L Countries
810 % ppts 92.5% 0% minimize

Following the discussion with the decision makers, the alternatives selected for evaluation in this study are
the level three therapeutic categories (ATC-3) and more specifically the ones that exhibited gross sales
above 500,000 euros in 2012. Their preferences revealed that they are mostly interested to invest on
mature categories in terms of Generics penetration in order to avoid potential instability due to the latest
changeable legislation (Maniadakis et al., 2010).

2.2. The Additive Value Model

The evaluation methodological frame to aggregate the above criteria proposes the assessment of a
mulicriteria additive value system, which is described by the following mathematical formulae:

ulg) = i pius(g:)
=1

'L[l:'fg[_:] = U’ Hl{g::] =1_. D‘:_:'Hl{gl:] =< 1 vi= 1_.2_. i
g =1,p 20 Vi=12..n
where g = (g1, §2. .. Gn ) is the performance vector of an action on the n criteria; g;. and g are the least

and most preferable levels of the criterion g;, respectively; u;(g;}, i =1,2,...,n are non-decreasing marginal
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value functions of the performances g;, i = 1.2,....n: and 1 is the relative weight of the i-th function

Hi'fé'i:'-

An additive value function is valid in the case of an individual decision maker (DM) if the criteria are
preferentially independent from each other (see Keenney and Raiffa, 1976, Keeney, 1992, for instance). A
number of different methods may be utilized to obtain the aforementioned additive value system (see
Keeney and Raiffa, 1976, Figueira et al., 2005). In this study the ordinal regression UTASTAR method (Siskos
and Yannacopoulos, 1985) is implemented to assess and construct the additive value system.

2.3. The UTASTAR Method

The ordinal regression or disaggregation UTASTAR method is an enhanced version of the original UTA
model (Jacquet-Lagréze and Siskos, 1982). It infers one or more piecewise linear value functions from
pairwise comparisons or a ranking of m reference actions given by the decision maker. The estimation of
each marginal value function is made on a number of discrete points 3[' j=2.3....a; — 1. Assuming
that @y is the head of the ranking and &P or la;,, (@pis preferred orindif ferent to oy, the
UTASTAR algorithm is summarized in the following steps:

Step 1: Express the global value of reference actions ulglaz)], k=1,2, ..., m, first in terms of marginal values
ul{gf }, and then in terms of variables wy; = u[{gg'ﬂ} —u[{g[ } ¥i and j, by means of the following
expressions:

ugl)=0 vi=1,2 ..n

-1
u;(gl) = Zw“ vi=12,..nandj=23 ..a-1
=1

Step 2: Introduce two error functions o*and o~ by writing for each pair of consecutive actions in the
ranking the analytic expressions:

Alay, ) = ulglag] — o (a) +o (a) — ulglag, )]+ 0¥ (@) — 0 (@)

Step 3: Solve the linear program:

[min]z = Z[ﬁ*[uﬂ +o(ag)]
=1

subject to
Magapeq) 26 if apP R;.-n} v

! : k
Aagp,,) =0 if aglag,
n o1
551
i=1 j=1

L owy; 2067 (ay) 20,67 (ay) =0 vijandk
with 6 being a small positive number.

Step 4: Robustness analysis (Centroid value function based on multiple characteristic value functions,
robust ordinal regression analysis, see section 4 below).
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3. IMPLEMENTATION OF THE MODEL- RESULTS

Finalizing the structure of the evaluation model, the parameters of the model are calculated before its
implementation. A sub-set of thirty alternatives from 192 was selected to form the reference set. Much
effort was spent to construct this set in order to be representative of the whole entity of pharmaceutical
categories and to avoid being very complicated for the DMs to rank. The constructed reference set, its
evaluation by the DMs and the confirmation of this evaluation by the UTASTAR method are presented in
Table 2.

Figure 4 presents the estimated weights g;.i = 1,2, ..., 8 of the model that emerged after the solution of
the linear program of the UTASTAR method, for the calculated centroid that resulted by the two rankings.

Figure 4: Weight per criterion based on the calculated centroid
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The final stage of the evaluation process is the implementation of the already constructed model on all 192
alternatives to achieve their evaluation and ranking. The results of this stage, also known as extrapolation,
that emerge after the implementation of the additive value model are presented clearly in Table 3. As
normally expected the 30 alternatives maintain their initial ranks on the final complete ranking, as shown in
Table 2.

Table 2: Reference actions the joint DMs’ ranking and its Table 3: Sample of the final
confirmative values given by UTASTAR method ranking of the 192 alternatives
DMs ATC-3 Global Final Sample Final ATC-3 Global
Ranking Short value Ranking  Ranking Ranking Short Value
1 C10A 0,501924 1 1 1 C10A 0,501924
2 MO4A 0,429213 3 2 2 NO5A 0,429786
3 JoeC 0,401858 5 3 3 MO4A 0,429213
4 MO5B  0,391837 7 4 4 C09D 0,409905
5 A02B 0,381771 9 5 5 Jo6C 0,401858
6 A10S 0,371679 10 6 6 BO1C 0,394716
7 JO7A 0,361775 11 7 7 MO05B 0,391837
8 JO2A 0,351731 12 8 8 DO5B 0,382879
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9 NO7X 0,341827 14 9 9 A02B 0,381771
10 M01C  0,330631 16 10 10 A10S 0,371679
11 AI1ON 0,319845 18 11 11 JO7A 0,361775
12 LO1D 0,308773 23 12 12 J02A 0,351731
13 Al1C 0,302083 24 13 13 HO1C 0,343724
14 CO4A 0,292183 27 14 14 NO7X 0,341827
15 G04C 0,282283 32 15 15 RO3H 0,341042
16 RO3A 0,272234 35 16

17 LO1X 0,262334 38 17

18 Al0C 0,252306 40 18 181 RO3X 0,102531
19 DO7A 0,239034 a7 19 182 HO3B 0,102266
20 T02D 0,230811 52 20 183 CO1A 0,101084
21 Lo1C 0,222591 63 21 184 GO1B 0,100916
22 L04X 0,212686 69 22 178 A10M 0,106144
23 BO1B 0,202786 80 23 185 A10H 0,093215
24 G04D 0,192885 97 24 186 BO1X 0,086983
25 TO1A 0,190632 102 25 187 NO1B 0,085897
26 J07B 0,185825 111 26 188 A10J 0,085659
27 BO3C 0,162716 136 27 189 JO1A 0,084111
28 LO3B 0,151817 147 28 190 DO4A 0,081468
29 CO6A 0,141331 153 29 191 A03C 0,075055
30 L04B 0,138498 154 30 192 MO3A 0,07441

4. ROBUSTNESS ANALYSIS

Having concluded to the ranking of the pharmaceutical categories, based on the preferences of the two
DMs some questions arise concerning the robustness of our method. From the methodological point of
view, the UTASTAR linear programming problem, described in paragraph 2.3 does not guarantee a single
specific solution (Kadzinski et al., 2012). On the other hand, there exists an infinite number of evaluation
parameters that are optimally consistent with the set of UTASTAR constraints that arises by the DMs’
rankings. All these different parameters, although compatible with the DMs’ rankings over the reference set
of alternatives, may cause differentiations in the final ranking. Consequently, it must be estimated to what
extent the overall hierarchy of the alternatives could be affected by random solutions of the UTASTAR
linear problem.

Under this context, a random sampling algorithm was implemented to extract a big number of different
random solutions of the UTASTAR linear programming problem. It is a weighting vector generating
algorithm proposed by Tervonen et al. (2012) who adapted the “Hit and Run” sampling algorithm of Lovasz
(1999) to multiple criteria decision analysis problems. This algorithm is forced to stop when the desired
number of solutions to be generated is reached.

The weighting sets produced by the algorithm, led to the construction of 1,000 individual random rankings
through the implementation of the additive value model. The statistical procession of these rankings is
presented in Figure 5.
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Figure 5: Statistical analysis of the 1,000 rankings and positions obtained
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The output of the analysis reveals that the position, each alternative holds based on the centroid, is also the
position in the majority among the 1,000 different random solutions. In addition to this, it has been
revealed that differentiations between different ranking positions are more frequent for alternatives
belonging in the top or bottom of the ranking. On the other hand, greater alternations occur for the
alternatives being ranked in the middle positions.

5. CONCLUSION

Through this paper a solution on the identification of the ideal therapeutic category for investment was
given implementing the UTASTAR method based on the feedback given from two decision makers. The final
output was a ranking of all therapeutic categories based on the revealed preferences of the two DMs
providing a stable and robust solution for this problem and a powerful and stable tool in the decision
making process. The ranking obtained based as defined by the DM’s preferences can be easily adjusted to
the preferences of different DMs and in that way different preferences can be incorporated in the model.

The next research steps include the expansion of the proposed approach to the Over the Counter and
Personal Care market, the inclusion of more criteria as well as the involvement of more DMs on the
procedure.
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ABSTRACT

Policy decisions (e.g. economic, fiscal, development) are often complex and multifaceted and involve many different
stakeholders with different objectives and priorities. Very often decision-makers, when confronted with such problems,
attempt to use intuitive or heuristic approaches to simplify the complexity until the problem seems more manageable.
In this process, important information may be lost, opposing points of view may be discarded, and elements of
uncertainty may be ignored. A crucial issue, when dealing with political decisions, is the radical uncertainty about the
present (e.g. lack or poor quality of information) and also about the future. The latter one addresses the seeming
paradox - how can we be rational in taking decisions today if the most important fact that we know about future
conditions is that they are unknowable? Robustness Analysis is a way of supporting government decision making when
dealing with uncertainties and ignorance. In the present research we discuss the different definitions and approaches of
Robustness Analysis in government decision-making concerning the present and the future as a way to support the
identification of potential robust strategies in policy circles. We also initiate the discussion on how facilitated forms of
MCDA could tackle different aspects associated with government decision making and provide effective support in
dealing with robustness of strategic decisions in designing complex policies with long-term consequences.

KEYWORDS

Robustness Analysis, Government Decision-Making, Facilitated Modelling

1. INTRODUCTION

The government decision-making processes have always been a subject of philosophical enquiry and an
open field for debating in OR community for the last 40 years. Nowadays, this specific topic is at the
forefront of the discussion because of the crisis in Europe which emerges the urgent need for defining
“efficient policy” concepts. The produced policies should be the rational and robust outcome of a collective
decision-making process, based on a well-defined and sound framework of rules and methods.

Policy decisions (e.g. economic, fiscal, development) are often complex and multifaceted and involve many
different stakeholders with different priorities or objectives. Furthermore, policy-making consists of several
sequential actions focusing on the achievement of a specific goal with societal, economic and political
implications, with several feedbacks and loops, so we may describe the whole process as a policy-circle
(Lasswell, 1956). Very often decision-makers, when confronted with such problems, attempt to use
heuristic and intuitive approaches to simplify the complexity until the problem seems more manageable. In
this process, important information may be lost, opposing points of view may be discarded, and elements of
uncertainty may be ignored. In short, there are many reasons to expect that during the evolution of a policy
circle the involved stakeholders will often experience difficulty making informed, thoughtful choices in a
complex decision-making environment involving value trade-offs and uncertainty (McDaniels et al, 1999).
The problem is even more complex if we consider that, according to principles of sociotechnical design,
specific - most of the times conflicting - objectives shall be best met by the joint optimization of technical
and social aspects. Of course, the absence of certainty, the interference of political-power and the presence
of complexity shall not be an excuse of inaction in this field.
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The well-known area of Multi-criteria Decision Aiding (MCDA) (Roy, 2005; Montibeller and Franco, 2010)
offers techniques designed to deal with situations, as the aforementioned, in which there are multiple
conflicting goals for reaching strategic decisions. Furthermore, the process of creating, evaluating and
implementing strategic political decisions is typically characterised by the consideration of potential
synergies between different options, long term consequences, and the need of key stakeholders to engage
in significant psychological and social negotiation about the strategic decision under consideration. MCDA
can efficiently tackle all these issues. However, the political decision and negotiation process among
members of the governmental committees does not take place in a political vacuum and political conflict is
a reality. Thus, certain adaptations to the methods, tools and processes of MCDA are required if it is to be
effectively applied in such a context (Tsoukias et al., 2013).

In the present research we initiate the discussion concerning the application of robustness analysis as a way
to support the identification of potential robust strategies. We also discuss how facilitated forms of MCDA,
where the model is created and analysed directly with a group of decision-makers in a decision conference,
could tackle different aspects associated with government decision making and provide effective support in
dealing with robustness of strategic decisions in designing complex policies with long-term consequences.

2. GOVERNMENT DECISION-MAKING

Political behaviour is argued to result from interacting political and information-processing mechanisms.
The measures taken in order to meet a certain political goal can create conflict when simultaneously trying
to achieve other goals. Thus, government policy makers seldom seek to maximize a single welfare objective;
typically they are concerned about a bundle of policy objectives, expressed by contributing variables or
indicators, conditional on and constrained by, applicable legislation (André Garcia and Cardenete Flores,
2008). Another important characteristic of the mechanism of political actions is that politics is a game
among forward-looking stakeholders (Lempert and Collins, 2007). As a result, the government’s current
payoffs are equal to the “net present value” of its anticipated future actions (and resulting victories/losses),
not just its present and past policy. In this context actions of government policy makers can be interpreted
as efforts to:

(a) design “efficient” policies (those for which every objective is reached with the minimum loss for
the other relevant objectives ) to improve government performance, as measured by well-defined
indicators, while at the same time

(b) maintain a political behaviour true to their “political identity” (ideology, values, interests,
influences).

Political mechanisms are intended to explain how the interests of the participants get balanced,
compromised, suppressed, or are met to varying degrees. Equally important, these mechanisms are
intended to account for whether and how the values and interests of the participants get transformed into
the goals of the political unit as a whole. These political mechanisms, however, are only one part of a full
account of the political decision-making process. Political actors are also problem solvers, who make
decisions by exploring different choices, who plan and execute various actions, who make use of their
knowledge and experience in the pursuit of their interests and goals (Sylvan et al, 1990). This is the area of
political decision making we are studying in this work. Nevertheless, we keep in mind that even the most
systematic operations of a government decision making are not implemented in a political vacuum, and this
reality shall not be absent in the decision models which are proposed by the analysts.

There is an on-going discussion on whether the performance-based policies could reach optimum results.
Performance-based government efforts aim to:
e clarify the mission and prioritize objectives with an emphasis on the expected results,
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e develop mechanisms for monitoring and reporting the achievement of those objectives, and
e use this information to make decisions about government activities, including making government
more accountable.

A government is consider informed if it simultaneously presents informed options to decision-makers
internally, and candid assessments of plans and performance externally, exploiting high quality information
on context, activities and results which it collects and analyses (National Audit Officelo).

The quantitative, decision-analytic framework of the Multi-criteria Decision Aid (MCDA) discipline, to be
presented in more detail in Section 3, offers a wide pallet of techniques designed to deal with problems
which face multiple, conflicting goals, such as the government policy-making objectives. The target of joint
optimization of technical and social aspects indicates the need of a collective, participating sociotechnical
approach informed by both MCDA and “facilitated modeling” (presented in more detail in Section 5),
focusing not only on addressing challenges involved, but also on exploiting the adaptability and
innovativeness of stakeholders in achieving goals instead of over-determining technically the matter in
which these goals should be attained. It should also be noted that MCDA techniques are particularly
appropriate for servicing the need of accountability of government, through the measurement of
performance.

3. USING MCDA APPROACH

Modelling and analysis play a key role in the interventions between the discipline of Operational Research

(OR) and strategic decision-making. Political Decisions are indeed Strategic Decisions because they share

the same characteristics as described in Montibeller & Franco (2010):

A strategic decision has been defined as one that is “important, in terms of the actions taken, the

resources committed, or the precedents is sets”

«+ Strategic decisions are “infrequent decisions made by the top leaders of an organisation that
critically affect organizational health and survival”

< The process of creating, evaluating and implementing strategic decisions is typically characterised by
the consideration of high levels of uncertainty, potential synergies between different options, long
term consequences, and the need of key stakeholders to engage in significant psychological and
social negotiation about the strategic decision under consideration

In order to define the “main strategic choices” of an organization Richard (1983) takes into account the
organization’s mode of action and suggests a set of “strategic criteria” that permit an assessment of the
organization’s possibilities for survival and success, and verify the limitations of the economic system. These
criteria can be apportioned into three groups or points of view, according to the organization’s provisional
horizon and the subsystem under study, namely:

o Competitiveness (analysis of the current external environment — a known field).

o Effectiveness (internal analysis of the company — a known field).

. Flexibility (analysis of the future external environment — unknown field that cannot be modelled).

The performance of an organization’s (or equally of a government) should aim at improving each of the
above three groups of criteria. In other words, an organization is engaged in a strategic path whenever it
chooses to alter the balance of its available resources with the environment. Furthermore, according to the
principles of sociotechnical design, organizational objectives are best met by the joint optimization of the
technical and the social aspects (Cherns, 1976). For the complex, multidimensional process of strategic

10 Option Appraisal: Making informed decisions in government, 2011, National Audit Office,
www.nao.org.uk
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decision-making, David (2009) proposed a three-stage decision-making framework in which important
multicriteria strategy-formulation techniques can be integrated.

Complex decision problems need a multicriteria decision analysis (MCDA) approach to be adopted, in order
to take into account all the criteria/options involved in the analytical process of defining the scope of the
decision, to construct a preference model, and to support the decision (see Roy, 1985; Roy and Bouyssou,
1993; Belton and Stewart, 2002; Figueira et al., 2005; Siskos, 2008). A collection of papers dealing with new
trends in multicriteria analysis theory and practice was presented by Zopounidis and Pardalos (2010).

4. ROBUSTNESS ANALYSIS

An essential issue that shall be taken into consideration when implementing a political decision making
process is the need for robustness analysis of the results of this process, given broad issues and multiple
values being considered (Tsoukias et al, 2013). The stability of a model or/and of a solution should be
assessed and evaluated each time so that the analyst shall be able to have a clear picture regarding the
reliability and robustness of the produced results. Stability and reliability shall be expressed using measures
which are understandable by the analyst and the decision maker and based on these measures the decision
maker may accept or reject or adapt the proposed decision model. Given the fact that that uncertainty is
present and has an influence on every decision-making context and that it appears in several different ways,
it shall be neither omitted, nor relegated it. Its importance shall be realized and it shall be considered in an
appropriate manner. As robustness allows us to experiment with uncertainty, it is necessary to define its
concept, its significance and to emphasize its importance in the MCDA field.

Robustness analysis has achieved a remarkable importance in recent years. However, there is some
confusion about the different meanings that the term robustness has received. For that reason it is
necessary to consider the different notions behind the word “robustness” according to Vincke’s approach
(2003):
» Robust conclusion — valid in all or most pairs (version, procedure) — dealing with system values and
gap from reality (Roy, 2010)
» Robust solution — good in all or most cases— dealing with uncertainty of external environment and
external factors (Kouvelis and Yu, 1997)
» Robust decision in dynamic context — keep open as many good plans as possible for the future —
dealing with the unknown future (Rosenhead et al, 1972; Rosenhead, 2003; Haasnoot et al, 2013)

The question is how somebody can tackle the aforementioned robustness issues. It is believed that
specification and studying of robustness issues are often best achieved in some kind of an interactive mode
with those who are faced with the need to decide. That is, the analysis is carried out by and under the
control of the relevant policy group, with the assistance of one or more consultants (facilitators).
Furthermore, robustness shall be expressed using measures which are understandable by the analyst and
the decision maker. In this view it is suggested that visual tools may serve this need in a better way.

Robust strategic approaches in political decision-making are commonly expressed by trading some optimal
performance for less sensitivity to assumptions, satisficing over a wide range of futures, and keeping
options open. Relevant research suggests that this often adopted strategy is also usually identified as the
most robust choice. Robust political strategies may be preferable to optimum strategies when the
uncertainty is sufficiently deep and the set of alternative policy options is sufficiently rich (Lempert and
Collins, 2007).
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5. FACILITATED MODELLING

Up to now the most usual way to conduct OR consultancy for strategic decision making support in
organizations has been to adopt what is called the “expert mode”, where the operational researcher uses
operational research methods and models that permit an “objective” analysis of the client’s problem
situation, together with the recommendation of optimal solutions. The “expert mode” faces decision
problems as real entities, thus the main task of the operational researcher is to represent the real problem
that the client organization is dealing with, avoiding “biases” from different perspectives (Franco and
Montibeller, 2010).

Yet, more often than not, problems are socially constructed, thus the operational researcher has to help a
policy-makers team in negotiating a problem definition that can accommodate their different perspectives.
This process is a participative one, in the sense that participants are able to:

» jointly define the situation, structure it, and agree in a focus,

» negotiate a shared problem definition by developing a model of organizational objectives,

» create, refine and evaluate a portfolio of options/priorities, and

» develop action plans for subsequent implementation.

In the cases of a policy analysis circle a participative operational research consultancy process for strategic
decision aid support, other than “expert mode”, needs to be applied. This process should incorporate the
exploration of the notions of strategic decisions and the decision aid process, the examination of
interconnectedness and long-term consequences as key characteristics of strategic decisions, and the
consideration of the discursive nature of the processes within which strategic decisions are made. Such a
process was proposed by Franco and Montibeller (2010) incorporating “facilitated decision modelling”
(Eden, 1990; Phillips 2007). In facilitated modelling, a management team or a group of policy-makers is
typically placed as responsible for scoping, analysing and solving the problem situation of interest. The
operational researcher acts not only as an analyst, but also as a facilitator to this team. Participants’
interaction with the model reshapes the analysis, and the model analysis reshapes the group discussion.

Facilitated modelling is used as an intervention tool, which requires the operational researcher to carry out
the whole intervention jointly with the client, and enables the accommodation of multiple and differing
positions, possible objectives and strategies among participants (Checkland, 1981; Eden and Ackermann,
2004; Rosenhead and Mingers, 2001; Williams, 2008). As a result, strategic problems frequently require the
facilitated mode, due to their complex social nature and qualitative dimensions, their uniqueness, and the
need to engage a management team in the decision making process (Ackermann and Eden, 2001; Friend
and Hickling, 2005).

6. TOWARDS A HOLISTIC FRAMEWORK FOR GOVERNMENTAL DECISION MAKING

Governmental decision-making is a specific type of decision making which needs a holistic framework (tools
and methodologies) that can successfully tackle its complex and multifaceted nature and at the same time
to be transparent and easy to use by several stakeholders with diverse backgrounds. This framework shall
be able to deal with technical complexity, which includes uncertainty (“epistemic’”, policy values, political
power) and decision complexity (inter-related choices, stakeholders’ variety), as well as with social
complexity, which includes social representations and communication channels.

Given the nature of the governmental decision-making we think that an adapted approach of a facilitated
MCDA model, based on the ideas of Montibeller and Franco (2010), could efficiently support the following
tasks: defining the problem, scoping participation, tackling uncertainty with future scenarios, considering
multiple objectives, designing and appraising complex strategic options, and finally considering long term
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consequences. Special attention shall be paid on how to address issues of robustness at the different stages
and mostly in scenario planning (Tsoukias et al, 2013). Furthermore, the framework shall describe in details
the procedure of identifying, prioritizing and using multiple objectives (Keeney, 2013), as well as the
procedure of choosing a multicriteria decision aiding method well adapted to each political decision context
(Roy and Slowinski, 2013).

The types of facilitated modelling that we are including in our approach for political decision making (Figure
1a and Figure 1b) are the following:

#» Facilitated Problem Structuring: A set of modelling methods collectively known as ‘Soft OR’
methods (tools: Cognitive maps, DFDs, Strategic Options Development and Analysis, Soft Systems
Methodology, Strategic Choice Approach, Organizational Knowledge Management Systems)

% Facilitated System Dynamics: Originated in the system dynamics field, it supports the modelling of
systems where dynamics and feedback loops are important in understanding the impact of
decision policies/options over time (tools: Workflow Diagrams, Spiral Method, Adaptive Policy
making, Adaptation Pathways, Dynamic Adaptive Policy Pathways)

% Facilitated Decision Analysis: A set of methods that help modelling decisions that involve multiple
objectives and/or uncertainty of outcomes.

+» Facilitated Robustness Analysis: A set of tools supporting the comprehension of robustness and its

handling

Figure 16a Facilitated Approach in Political Decision Making (1% part)

People:

Paolicy Decision Makers

Scientists and Engineers

Stakeholders (Public, Interest Groups, ...)

Identify criteria to

Process: compare alternatives Screen /eliminate
s clearly inferior
Scope Define problem & afternatives
participation “ generate initial set '
of actions Gather value Combine
judgements on afternatives
relevance importance

of the criteria
Tools:

Soft OR Methods

Systems Dynamic Methods
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Figure 17b Facilitated Approach in Political Decision Making (2nd part)
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7. CONCLUSIONS

Is it a utopia to have informed government using scientific tools of OR trying to reach and to produce viable
and robust strategic plans? For sure it is not a straightforward task (Andersson et al, 2013) but efforts are
undertaken towards that direction. There are organisations such as GORS™ (Government Operational
Research Service in UK - supports policy-making, strategy and operations in many different departments
and agencies and employs around 400 analysts) and RAND™ Corporation (a non-profit institution that since
1948 helps improve policy and decision making through research and analysis, with approximately 1,700
people from more than 50 countries) which insist to use scientific tools in the political decision field. If a
government intends to take decisions based on fairness, objectivity and thoroughness, then the proposed
holistic approach has more strengths in relation to no scientific at all approaches such us TINA (stands for
There is No Alternative, see Guardian, 4/7/2013%).

Concluding, we believe that given the importance of political strategic decision making for the survival of
any political system, further developments in this field could, therefore, not only bring opportunities for
research on the several challenges we highlighted here, but also have a real impact on MCDA practice.
More studies on robustness of strategic options under multiple scenarios are required; for example, about
suitable operators and graphical displays for interacting with policy makers. As far as the design of complex
policies is concerned, structuring policies composed by options that are interconnected is an area almost
unexplored, from a decision analysis perspective, and ideas from the field of problem structuring methods
may be relevant for this intent. Furthermore, given the special nature of the political decision making, it
would be interesting to assess the impacts of the framework we are suggesting and the effectiveness of
strategy workshops, as well as the overall usefulness of the framework to increase our understanding of
decision analytical support at the political strategic level.

' GORS: http://www.operational-research.gov.uk/recruitment

2 RAND: http://www.rand.org/

B Guardian: http://www.theguardian.com/science/life-and-physics/2013/may/04/no-alternative-bayes-
penalties-philosophy-thatcher-merkel
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Abstract

Customer satisfaction surveys often include questions as to how consumers weight various satisfaction criteria. The weight
of a satisfaction criterion which is evaluated directly through such importance questions is termed stated importance. On
the other hand, derived importance is inferred by some regression-type quantitative technique. The comparison between
derived and stated importance can categorize satisfaction criteria using the attractive quality approach (Kano's model). In
particular, such an approach may help business organizations to identify truly important and truly unimportant, unspoken
motivators or even expected or cost of entry attributes. The aim of this study is to analyze customer satisfaction in the
supermarket sector combing satisfaction performance and importance data. The analysis is based on the MUSA+ method
which is a multicriteria preference disaggregation approach for customer satisfaction benchmarking analysis. The applied
methodology consists of the following parts: (1) customer satisfaction analysis, which concerns the identification of
customer preferences and refers to the estimation of the relative importance and the demanding level of the different
satisfaction dimensions, (2) the importance analysis using a weight ordering regression technique (WORT method), (3) the
satisfaction benchmarking analysis, which is mainly focused on the comparative performance evaluation of all examined
companies in the sector, and (4) the categorization of the customer satisfaction criteria in the dimensions of the Kano
model, using dual importance diagrams. The results demonstrate how businesses can use the model to locate their
position against competition, pinpoint their weak points, and determine which characteristics will improve their global
performance.

KEYWORDS
Multiple Criteria analysis; MUSA Method, WORT Method, Ordinal Regression, Customer Satisfaction; Benchmarking Analysis

1. INTRODUCTION

Within the retail industry, the nature of competition among supermarkets is a major area of research. The
grocery retail market in many western countries is dominated by a few supermarket groups primarily differing
in pricing policy, assortment and service levels, making the sector highly competitive and extremely
concentrated (Solgaard and Hansen 2003). The competition between the various actors in the supermarket
market in most western countries is very strong as consumers have a wide range of choice alternatives to cover
their needs. In the UK alone, consumer choices vary a lot and can range from large mainstream supermarkets
(e.g. Tesco, Sainsbury’s, Morrisons, ASDA), to grocers focusing on the quality niche market (e.g. Waitrose, Marks
& Spencer) and discounters such as Aldi, Netto, and Lidl (Corporate Watch 2001). Therefore, in order to survive
in the long-run and build strong and lasting relationships with their customers, supermarkets need to know
the key criteria for store choice amongst food shoppers.

The objective of the present exploratory study is to analyze customer satisfaction in the supermarket sector
combing satisfaction performance and importance data using the MUSA+ method (Grigoroudis and Siskos
2010). The proposed model is appropriate for the purpose of this research as it allows the researcher to
experiment with a large number of attributes and at the same time limit the workload of each research subject
to areasonable level.

This study develops a MUSA+ model for the estimation of the relative impact of 9 supermarket attributes on
the actual supermarket choice. Increasingly, MUSA analysts are being asked to design and analyze studies
involving large numbers of attributes and/or attribute levels. The application of the MUSA+ model to a Greek
setting tries to shed some light on two key questions: what are the basic determinants that drive supermarket
patronage, and what is the relative impact of each of them on the actual choice?
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2. STORE CHOICE LITERATURE

In recent years, considerable attention has been paid to store attributes that consumers may evaluate while
making a store choice decision. The main goal of store choice literature is to understand the consumer’s choice
process between alternative stores. All this literature studies the key store attributes that a customer takes into
account while evaluating alternative stores. Much research has been conducted in order to identify the most
important store attributes in retail patronage. Store choice literature suggests that generally there are seven
key elements in the retail brand that can influence the choice between alternative stores and can be potentially
significant drivers for the consumer’s store choice (Corstjens and Corstjens 1995; Aaker 1996; Levy and Weitz
1998), namely, the physical store (e.g. store design: furniture, store layout, etc.), the services offered (e.g. the
personnel, their friendliness, the atmosphere, the cleanliness, etc.), the fresh food products (e.g. quality, variety,
etc.), the own-label products (e.g. variety, quality, price, etc.), the communication strategy (e.g. promotional
activities, database marketing, etc.), the price positioning of the store (EDLP vs. HILO stores), and the access
attributes (e.g. location, distance to the store, parking, traffic, etc.).

Other studies have examined the role of store attributes such as environment and atmosphere (e.g. Baker et
al. 1994; Donovan et al. 1994), product assortment (Grewal et al. 1999), price format (Bell and Lattin 1998; Colla
2003), store brands (Burt 2000; Ailawadi 2001), customer services (Sparks 1995), salespersons (Darian et al.
2005), store promotions (Volle 2001) and other situational factors (Ryans 1977; Heeler et al. 1979; Mattson
1982).

Taking into account the aforementioned quality features, a set of satisfaction criteria can be assessed reflecting
all the aspects of user perceptions about the supermarket quality. The set of satisfaction criteria used in this
study include: 1. Prices, 2. Product variety, 3. Product quality, 4. Layout, 5. Easy access, 6. Offers, 7. Service, 8.
Atmosphere, 9. Reputation.

3. BACKGROUND

3.1 The MUSA+ method

Customer satisfaction surveys often include collection of global and partial satisfaction judgements (for a set
of service criteria/attributes/characteristics). Benchmarking analysis requires this qualitative data set to be
expanded in order to include satisfaction judgement for a set of competitive business organizations. The
MUSA+ method, applied in this research, is an extension of the original MUSA (MUlticriteria Satisfaction
Analysis) method proposed by Grigoroudis and Siskos (2002) for the case of customer benchmarking analysis.

Grigoroudis et al. (2008) present an application of a first version of MUSA+ method to the transportation-
telecommunications sector. Also an analytical presentation of the original MUSA method is given by
Grigoroudis and Siskos (2002, 2010), while several applications of the ordinal regression approach to the
customer satisfaction evaluation problem can be found in the literature.

Similarly to the original MUSA method, the results provided by MUSA+ include value function (global and
partial), criteria weights, average satisfaction and demanding indices, as well as action and improvement
diagrams. In addition, MUSA+ provides a comparative performance diagrams (average satisfaction indices of
a particular company in relation to the performance of the other competitive companies).

3.2 Kano’s model of customer satisfaction

Kano's model classifies the quality attributes into different quality dimensions (Kano et al., 1984):

1. Must-be quality: These quality attributes are taken for granted when fulfilled but result in dissatisfaction
when not fulfilled. The customer expects these attributes, and thus views them as basics. Customers are
unlikely to tell the company about them when asked about quality attributes; rather they assume that
companies understand these fundamentals of product design.

2. One-dimensional quality: These attributes result in satisfaction when fulfilled and result in dissatisfaction
when not fulfilled. They are also referred as the-more-the-better quality attributes. The one-dimensional
attributes are usually spoken and they are those with which companies compete.
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3. Attractive quality: These quality attributes provide satisfaction when fully achieved but do not cause
dissatisfaction when not fulfilled. They are not normally expected by customer, and thus they may be
described as surprise and delight attributes. For this reason, these quality attributes are often left
unspoken by customers.

The most common approach in order to classify quality attributes into the five aforementioned dimensions is
to use a specific questionnaire that contains pairs of customer requirement questions for every product
attribute (i.e., ask customers how do they feel if a given feature is present or not present in the product).

3.3 Dual importance grid

Although they are several alternative approach for classifying quality attribute in the major Kano’s dimensions,
in the presented study we use the comparison between derived and stated importance. The straightforward
customer preference for the weight of a satisfaction criterion which is evaluated through importance questions
is defined as stated importance. Derived importance is estimated by a regression-type quantitative technique
using customer judgments for the performance of this set of criteria.

The comparison between derived and stated importance can give valuable information. It enables a company
to identify what attributes the customers rate as important and see how these agree with truly important and
truly unimportant attributes. Moreover, it helps the company identify unspoken motivators or even expected
or cost of entry attributes. The Dual Importance Grid is divided in four quadrants (see Figure 1).

Figure 1 Dual importance diagram
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Quadrants (i) and (ii) include the dimensions that are truly important to the customers. These are the main
characteristics that management and production should focus on. Quadrants (i) and (iv) include the important
dimensions according to the customers’ free statement. These are the dimensions that marketing should focus
on. When a characteristic appears in quadrant (i) or (iii) there is an agreement between derived and stated
importance. On the other hand, in quadrants (ii) or (iv) there is a disagreement between the stated and derived
importance. This disagreement is an indication that these dimensions require further analysis. The dual
importance diagram may be linked with the Kano’s model and its three basic categories of product/service
requirements.

4. RESULTS

4.1 Satisfaction and benchmarking analysis

The presented survey was conducted in a sample of 2101 customers of different Greek supermarkets.
Customers were asked to evaluate their satisfaction level on each one of these criteria, as well as to express
their overall judgement using a 5-point qualitative scale of the form: very satisfied, satisfied, moderately
satisfied, dissatisfied, very dissatisfied. The set of companies examined in this study consists of the 7 major
supermarket providers in Greece, having a total market share greater than 95%. It should be emphasized that
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the supermarket sector in Greece is highly competitive, and there are no significant differences for these three
companies concerning products and services offered, prices, etc.

According to Table 1, all the criteria seem to be of almost equal importance for the customers of supermarket
providers in Greece. The “Prices”, the “Product Quality” and the “Easy Access” of the supermarkets are, slightly,
the three most important criteria.

Table 1 Criteria weights and average satisfaction and demanding indices

Criteria Weights (%) Satisfaction Indices  Satisfaction Indices Demanding Indices
for Company A (%)  for Company B (%) (%)
Prices 12.32 88 87 -0.578
Product variety 10.98 92 89 -0.598
Product quality 11.01 92 88 -0.599
Layout 10.91 89 87 -0.594
Easy access 11.00 94 93 -0.600
Offers 10.91 920 89 -0.594
Service 10.97 91 88 -0.593
Atmosphere 10.98 90 87 -0.597
Image 10.93 91 87 -0.592
Overall satisfaction 92 90 -0.735

Performance analysis is mainly focused on the assessment of supermarket quality level for each one of the
competitive companies. Furthermore, it includes, for each supermarket, the identification of their competitive
advantages, their weak points, as well as the improvement priorities. The relative action diagrams for the major
supermarket providers in Greece are shown in Figure 2. As it can be observed, there are no significant
differences in these relative maps, indicating homogeneity of user perceptions about these supermarkets.

Figure 2 Action diagrams for the major supermarket providers
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The most important findings are summarized as follows:

Company A: The only quality attribute located at the action opportunity quadrant, i.e. the quadrant with
low performance and high importance, is the criterion “Prices”. This essentially indicates that this is an
important — critical criterion that should be certainly improved so that the satisfaction level increases.
There is no quality attribute located at the leverage opportunity quadrant, i.e. the quadrant with high
performance and high importance. This means that no quality attribute can be used as competitive
advantage against competition, since quality attributes that are located at this quadrant have especially
high performance while they also considered as important from the customers. Such attributes are the
basic reason and difference for choosing a particular supermarket. The criteria “Service”, “Atmosphere”,
“Layout” and “Offers” are located at the status quo quadrant, i.e. the quadrant with low performance and
low importance. Usually there is no need for further actions from the company’s side, given that these
particular criteria are considered as not important from customers. The rest of the criteria (“Easy access”,
“Product quality”, “Product variety” and “Reputation”) are located at the transfer resources quadrant, i.e.
the quadrant with low importance and high performance. The resources and generally the company’s
attempt that are related with these attributes can be used in a different way.

Company B: Similarly, the only quality attribute located at the action opportunity quadrant is the criterion
“Prices”. Also, there is no quality attribute located at the leverage opportunity quadrant. The criteria
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“Service”, “Atmosphere”, “Layout” and “Reputation” are located at the status quo quadrant, while the rest
of the criteria (“Easy access”, “Product quality”, “Product variety” and “Offers”) are located at the transfer
resources quadrant.

The satisfaction benchmarking analysis is mainly focused on the performance evaluation of the competitive
organizations against the satisfaction criteria, as well as the identification of the competitive advantages of
each company. The analysis is based on the comparative performance diagrams produced by the MUSA+
method; these diagrams can help each company to locate its position against the competition, to pinpoint its
weak points and to determine which criteria will improve its global performance.

As shown in Figure 3, a large number of satisfaction criteria appear as competitive advantages for company A,
while company B shows relatively low performance against the competition. None of the companies has
quality attributes located in the “waiting” quadrant (this quadrant refers to the companies’ weaknesses, which
have performance higher than the competition). Improvement efforts should be focused on “Prices” of
company A, as it is a characteristic with average satisfaction index lower than the competitors and the
customers regard it as an important criterion. All the other satisfaction criteria may be considered as
competitive advantages.

Figure 3 Comparative performance diagrams for the major supermarket providers
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Regarding company B, direct improvement efforts should be focused on all the criteria except “Easy access”.
The rest of the criteria, are located at the “struggle’ quadrant meaning that the performance of the
characteristics is rather high but worse than competition. Hence, it seems that Company B has significant
difficulties to follow other competitors.

4.2 Importance analysis

Customer satisfaction criteria has been categorized in the dimensions of the Kano model using the dual
importance diagram. In this study, derived importance has been estimated using the MUSA+ method, while
the WORT method (Grigoroudis and Spiridaki 2003) has been applied in order to asses stated importance.
The dual importance grid is shown in Figure 4, where the following can be observed:

a. The criteria “Product variety”, “Product quality”, “Easy access” and “Offers” are located in the Quadrant IIl.
They are one-dimensional attributes and reflect the major competitive features of the provided services.

b. The criteria “Layout”, “Service”, “Atmosphere” and “Reputation” are located in the Quadrant I, where the
attractive attributes correspond. This means that it is possible a high performance level of these attributes
can lead to high satisfaction, while a low performance level will not imply low satisfaction index. They are
called unspoken motivators and companies may take advance of these features in order to differentiate
from competition.

c. The criterion “Prices” is located in Quadrant IV, so this attribute is characterized as expected according to
the Kano method.
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Figure 4 Dual importance grid
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5. CONCLUSIONS

The main objective of this paper is the implementation of ordinal regression models for satisfaction
benchmarking analysis. The main advantage of the applied approach is that it fully considers the qualitative
form of customer judgements and preferences, as expressed in a customer satisfaction survey. Furthermore,
MUSA+ is able to assess an integrated benchmarking system, given the wide range of results provided (e.g.
value functions, criteria weights, average satisfaction indices, average demanding indices, action,
improvement, and comparative performance diagrams, etc.). Thus, discussion is focused not only on the
descriptive analysis of customer satisfaction data, but it is able to give emphasis on the analysis of customer
preferences and expectations. The analysis indicates the improvement efforts that supermarket providers may
consider for the development of their stores.

On the other hand, customer satisfaction benchmarking analysis is a useful tool for modern business
organizations in order to locate their position against competition. This gives the ability to identify the most
critical improvement actions and adopt the best practices of the industry.

Furthermore, the theory of attractive quality may give a valuable explanation about the relationship between
the degree of sufficiency of a quality attribute and the customer satisfaction with that attribute. Based on this
approach, it can be recognized that customer satisfaction is more than a one-level issue as traditionally
examined. Moreover, it may not be enough to merely satisfy customers by meeting their basic and spoken
requirements, particularly in a highly competitive environment.
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Abstract

A feasible way to tackle the risks of maritime activities is through the use of multicriteria decision aid (MCDA)
methodologies. The aim of this paper is to develop a multicriteria model to assess and evaluate different risks of a maritime
operation based on the outranking relation concept. The proposed methodology uses confidence indices to compare
alternative actions with respect to a predefined consistent family of criteria. In addition, fuzzy domination relation is
applied to complete the ranking of the risks. The effectiveness of the suggested model is applied on a ship-to-ship (STS)
transfer operation, which refers to the transfer of cargo between seagoing ships. Different risk scenarios are evaluated from
a team of experts with relative experience in STS operations, in terms of three risk factors: the likelihood of a failure
occurring, the severity of the failure, and the ability to detect the failure on time. In addition, a robustness analysis is applied
based on the lack of precision of criteria importance weights.

KEYWORDS

Maritime activities, Risk assessment; Multicriteria analysis; Ship-to-ship (STS) transfer.

1. INTRODUCTION

Maritime activities suffer inherently from risks that can compromise the success of the operation. The origins
of these risks can be located in several factors, to name a few: the need to deal with the complex and many
times hostile sea environment where the operation is conducted; the human element due to the unavoidable
possibility of error during the procedures; the potential failure of the means to conduct the operation,
including the vessels or the additional equipment during the operation. The risks can compromise the success
of the marine operation and may lead to an accident with adverse effects on human lives or the environment
in combination with the loss of property. There are many definitions of risk in maritime operations. An
analytical discussion is presented by Goerlandt and Montewka (2015), as well as, from Aven (2012). With regard
to the latter risk definitions, two basic features can be addressed: (1) their relation to the factors of occurrence
and the consequence of a failure and, (2) the dependency of risk on uncertainty. An interesting conclusion in
our previous study (Stavrou and Ventikos; 2015) highlights the importance of another factor, named
detectability. Detectability is a new risk factor that refers to the ability to detect a risk on time to prevent it from
happening. On the other hand, there are two fundamental types of uncertainty: aleatory and epistemic.
Aleatory uncertainty is related to the inherent variability of the system under consideration. Marine systems
have a stochastic nature that does not permit deterministic predictions of its behavior. This type of uncertainty
is difficult to be reduced. Epistemic uncertainty, on the other hand, refers to the lack of knowledge about
system parameters and can be found in errors or limitations during the process of collecting data. This lack of
knowledge comes from several sources. Inadequate understanding of the underlying processes, incomplete
knowledge of the phenomena, or imprecise evaluation of the related characteristics are common sources of
epistemic uncertainty. Epistemic uncertainty refers to the limited knowledge we may have about the system.
This type of uncertainty is tolerable. More observations or experiences mean more information, which means
less level of uncertainty (Compton et al. 2009). From the definition of epistemic uncertainty, it can be inferred
that the risk factors inherently have an element of uncertainty themselves. A feasible way to tackle uncertainty
is through the use of multicriteria decision aid (MCDA) methodologies under uncertainty. There are several
stochastic MCDA methods to deal with uncertainty; to name a few, Keeney and Raiffa (1976) introduced the
multiattribute utility theory (MAUT) under uncertainty; Martel and D’Avignon (1982) proposed the use of
confidence indices; D’Avignon and Vincke (1988) suggested a method to compare alternatives with preference
indices, and Zaras and Martel (1994) addressed the stochastic dominance rules, which consist of pairwise
comparisons of the actions and ranking of the actions according to the determined stochastic dominance
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relation; Fan et al. (2010) also proposed a method based on pairwise comparisons of alternatives with random
evaluations using Probability Theory. This paper focuses on a stochastic approach, based on the preference
relation among the actions with regard to the selected criteria. The outranking relation is defined as a binary
relation of the alternative actions as a result of the pairwise comparison of the actions. Hence, the proposed
methodology uses confidence indices to compare alternative actions with respect to a predefined consistent
family of criteria. Moreover, the concept of fuzzy domination relation, borrowed from Siskos and Hubert (1983),
is applied to complete the ranking of the risks. Lastly, the relative importance (weights) of the selected criteria
is determined by means of applying a mathematical programming process.

The study of the risk factors can reduce uncertainty and lead to safe conclusions regarding the evaluation of
the risks of maritime activities. It should be conducted in a methodological and analytical way. To do so, risk
scenarios are composed after taking into account several guidelines, recommendations and other studies
relevant to the activity (Skjong, 2007; IMO, 2010; OCIMF, 2013). Risk scenarios are narrated descriptions of
causes and effects from different circumstances that may be combined and lead to an unfortunate event called
an ‘accident’. Risk scenarios have been successfully applied to solve MCDA problems in previous studies (Islei
et al. 1999; Schoemaker, 1995; Van der Heijden, 1996; Durbach I.N, 2014) because of their ability to give to the
decision-makers a good understanding of the problem at hand and to unusual insights into possible courses
of action (Durbach & Stewart, 2012). To control the stability of the model an illustrative example is also
proposed. In particular, a ship-to-ship transfer operation, which refers to the transfer of oil cargo between
seagoing ships positioned alongside each other, is thoroughly analyzed. Several risk scenarios regarding the
operation are composed and evaluated in terms of three different risk factors: the likelihood of a failure
occurring, the severity of the failure, and the ability to detect the failure on time. The risk scenarios are assessed
from a team of experts with relevant experience in such operations. In addition, a robustness analysis is
performed to control the stability of the proposed model.

The aim of this paper is to develop a model to assess and evaluate different risks of a maritime operation based
on the outranking relation among the risk factors that affect the activity. To do so, the paper is structured as
follows: Section 2 presents the general steps of the implemented methodology; Section 3 refers to the
implementation of the proposed methodology by applying an illustrative example of an STS transfer
operation; and in Section 4 the results are presented followed by a brief discussion of the results. Section 5
concludes the paper.

2. MODEL THEORETICAL BACKGROUND

In MCDA modelling under uncertainty, a set of actions A={a,,a,,...,a,} is evaluated based on a consistent
family of criteria F={g,,g,,...g;...,9,} under the assumption that each criterion is represented from a
probability distribution &/ . The discrete distribution is expressed from the following equation:

D.87-(gh)=1 (1)
J

Following the method of Martel and d’ Avignon (1982), this paper proposes a model based on the preference
ranking of a set of actions using two indices called Confidence Index and Doubt Index. More specifically, the
model consist of four different steps:

Step 1: For each criterion g; and every pair of actions (a,b)e AxA the Confidence and Doubt Indices are
calculated. The confidence index shows the degree of credibility of the outranking of b by a on each criterion.
It refers to the relative frequency of evaluations for the criterion g’ that is at least as high for the action a as it
is for the action b. The range of values of the degree of credibility is between 0 and 1; value 1 is when the lowest
evaluation of action a on the criterion g’ is higher or equal to the highest evaluation of action b to the same
criterion g/ .

dy(a,b)=>"6"(g"> 6(g") (2)
J

k>j

The doubt index expresses the degree on average scale in which the experts evaluate action a higher than
action b with regard to the criterion g/ . The doubt index can take values analogous to the range of the scale
of each criterion.
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287D (g ~g)5 (gf) (3)

i =9 k>j

Step 2: The relative importance (weight) of the criteria ki, k, ..., k, is determined by the use of mathematical
programming. The aggregation of the weights should be equal to one.

Following, the total confidence index is calculated by the use of the weight of each criterion:
Zk dy(a,b) (4)

The total confidence index C(a, b) expresses the normalized concordance of the criteria with regard to the
outranking of action a against action b.

Step 3: The degree of global credibility of the outranking is calculated for the pairs of actions using the
combination of the confidence and doubt index:

(a b) when C(a,b)>D,(a,b) Vi=1,2,...,n

b 1- Cab H“ D.(a,b)] i*eli/D (a,b)>C(a,b)f

(5)

Step 4: According to the matrix of the degrees of global credibility of the outranking, the fuzzy domination
relation (Siskos and Hubert,1983; Siskos et al. 1984) is applied to compare the different pairs of actions to
determine the outranking intensity between each pair of actions:

’ - [ h ’ = ’
dD(a,b):{d(a b)—d(b,a) when c'j(a b)>d(b,a) )

0, otherwise

From equation 6 it can be inferred that for an action beA the function d®(q, b) is the fuzzy set of actions acA
that are dominated by action b. Following, the fuzzy non-domination relation can be determined:

d"?(a,b)=1-d"(a,b) (7)

Similarly, for an action beA, the d"P(b, a) is the fuzzy set of actions acA that they are not dominated by action
b. Thus, the cross of the fuzzy sets for the actions beA will result in a set of actions that they are not dominated
by any other action of A. The latter set of actions is named the non-dominated set of actions u"°: A—[0, 1] and
is determined as follows:

uND(a):rpip d"™(b,a)= m|n[1 d°(b,a)l=1- max d®(b,a)=1- r‘gan[d (b,a)-d(a,d)] (8)
where u"°(a) refers to the non-domination degree of action a by the other actions of set A. The final ranking of
the actions according to problematic-y, in which the actions are placed in order from the best to the worst, can
be accomplished by the use of the fuzzy non-domination relation. In particular, the best action is the one with
the highest value of the non-fuzzy domination relation.

3. ILLUSTRATIVE EXAMPLE: STS TRANSFER OF CARGO OPERATION

The STS transfer of cargo refers to the transfer of cargo from one ship to another. The transferred cargo mainly
has to do with oil and oily products, liquefied gases (LNG or LPG), or even solid bulk cargoes such as ore (OCIMF,
2013). The operation refers to the transfer of cargo between seagoing ships positioned alongside each other.
A common STS transfer operation comprises four discrete phases: the preparation, the mooring procedure,
the transfer of cargo and, finally, the unmooring phase. For more details, see Ventikos and Stavrou (2013).
Thirteen risk scenarios regarding the STS operation are evaluated from a team of experts with relevant
experience in such operations, in terms of three different risk factors: the likelihood of a failure occurring, the
severity of the failure, and the ability to detect the failure on time. Finally, a robustness analysis is performed
to control the stability of the proposed model. The distributions of the experts’ evaluations with respect to the
risk factors are depicted in Table 1. Next, the equations (1) and (2) from the first step process are applied and
the results of the confidence and doubt matrixes are shown in Table 2.
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Table 1: Risk scenarios and distribution of experts’ evaluation of risk factors

2.67- 3.33-
Description of risk scenario D 0-2.66 533 5.33-8|0-3.33 6.66 6.67-10| 0-1.66(1.66-3.33| 3.33-5

+ ++ +H + ++ +H + + +H
Inadequate fendering resulting in low energy collision and physical damage to ships. Detection method has medium effectiveness. M7 0 0.8 0.2 0.2 0.6 0.2 0.4 0.6 0
Pilotage error resulting in high Energy Collision and personnel injury or fatality. Detection method has medium effectiveness. M9 0 0.8 0.2 0.4 0.4 0.2 Q 0.6 0.4
Inadeguate communication resulting in Low energy collision and physical damage to ships. Detection is moderately high effectiveness. M12 0 0.8 0.2 0.4 0.4 0.2 0.6 [ 0.4
Inadeguate procedures resulting in high Energy Collision and personnel injury or fatality. Detection is moderately high effectiveness. M14 | 0.2 0.6 0.2 0.6 0.4 0 Q 0.4 0.6

gl planning for emergency resulting in low energy collision and physical damage to one or both ships. Detection

method has medium effectiveness. m21 | 0 0.8 0.2 0 08 0.2 | 04 0.4 0.2

Tug/ support vessel failure resulting in low energy collision leading to significant equipment damage, fatalities, and loss of containment.
Detection method has medium effectiveness.

Mooring equipment failure resulting in low Energy Collision and physical damage to ships. Detection method has medium effectiveness. M24 0 0.6 0.4 0.2 0.4 0.4 0.2 0.6 0.2
Fatigue during mooring/unmoaring procedures resulting in Low Energy Collision and physical damage te one or both ships. Detection
method has medium effectiveness.

Inadeguate procedures resulting in the loss of containment and vapour release leading to ignition back to source resulting in

Mm22 0 0.8 0.2 0 0.4 0.6 0.2 0.4 0.4

M26 0.2 0.6 0.2 0.2 0.4 0.4 0.2 0.6 0.2

fatalities/injury/hardware/steelwork damage. Detection method has moderately high effectiveness. 128 0 B o 06 04 0 0 0.4 06
Inadeguate experience resulting in the loss of containment and/or vapour release leading to ignition back to source resulting in

fatalities/injury/hardware/steelwork damage. Detection method has medium effectiveness. 28 0 08 02 04 02 04 0 02 08
Fatigue during transfer resulting in the loss of containment and/or vapour release leading to ignition back to source resulting in fatalities/ T30 o 08 02 02 04 0.4 o 06 04

injury/ hardware/ steelwork damage. Detection method has medium effectiveness.

Different roll periods during transfer phase resulting in the loss of containment and/ or vapour release leading to ignition back to source
resulting in fatalities/ injury/ hardware/ steelwork damage. Detection method is unproven or unreliable; or effectiveness of detection T35 0 0.8 0.2 0 0.4 0.6 o 0.8 0.2
method is unknown to detect in time.

Damaged mooring due to chafing and cyclic loading during transfer resulting in the loss of containment leading to vapour collection in a

confined space, leading to ignition with explosion causing fatalities, injury and hull damage. Detection has medium effectiveness. 38 o 02 02 02 04 o4 ° o o4

Table 2: Matrices of Confidence and Doubt Indices

d1{a,b) d2(a,b) e3(a,b)

w7 [ a3 [ w1z [wna[mzr [ w2z [miza] mzs [ 128 [ 129 [ 130 [ 13s [ 138 i [ na2n | 2 [ a2e [ wees | Tas [ 129 [ a0 | Tas | T a7 | w9 [ w12 [ maa| w21 [m22 [maq] mae | 128 [ 129 | Ts0 | Tas | Ta0
™7 054 |0.84(0.584|0.84 (084 (068|084 | 1 |0.84|0.54 |0.84|0.84 0.76]0.92 0.6 |0.44) 0.6 Mr 0.36 O.Elﬂ.ld 0.64)| 0.44/0.56 | 0.56 | 0.24 [0.12 | 0.36 | 0.43 | 0.36
1084 O O N T T A R T A CY A B 0.36) 0.52 wa | 1 0.76] 0.64|0.88| 0.76 | 0.88 | 0.88 | 0.64 |0.52 | 0.76 | 0.88 | 0.76
M1z[0.54 [0.84 0.84[0.84[0.84|0.68[ 0.84| 1 |0.84[08s[08a|084 0.36} 0.52 M1z [0.64] 0.4 0.4 [0.64]0.52[0.52[ 0.52 | 0.4 [0.4] 0.4 | 0.4 [ 0.4
M14| 0 68 | 0.68 | 0.68 0.68| 0.68 |0.56| 0.72 | 0.6 |0.68| 0.68 |0.68 | 0.5 0.56 0.36 M4 1 0.84[0.84 0.52) 0.64)|0.92] 0.92 | 0.76 | 0.68 | 0.84 | 0.92] 0.84
21| 0.84]0.84 | 0.8 ] 0.84] 0.84/068[08a| 1 |o84[084 083|084 0.52| 0.68 M21]0.76 )| 0.44 | 0.68 | 0.36) 0.52] 0.6 | 0.6 10.360.28/0.44]0.52)|0.44
m22[ 0.84|0.84 | 0.84 | 0.84[ 0.84] 063|084 1 [084|084084(08a 0.76] 0.84 m22|0.19[0.64 |0.76[0.56] 0.8 0.76] 0.76 | 0.56 [0.48 [ 0.64 |0.72 [ 0.6¢
m24] 0.58 | 0.88 [0.88 | 0.88[ 0.85] 0.88 0.35] 1 |0.88[0.88]0.85| 088 0.56| 0.68 M24| 0,85 0.56 | 0.68| 0.44[0.76] 0.6 0.72 | 0.44|0.32]0.56 | 0.68 [ 0.56
m26| 0.68 | 0.68 | 0.68 | 0.72] 0.68| 0.68 | 0.55 0.8 |0.68]0.68|0.68] 0.8 0.56| 0.68 M26 | 0.88 [0.56 | 0.68) 0.12[0.76] 0.6 [0.72 0.44 |0.32] 0.56 | 0.68 | 0.56
8|08 |os|oe|os|osfos |06 08 08|08 |08|o8 0.16) 0.36 T28| 1 |0.84]0.84[0.76|0.92| 0.84|0.92] 0.92 0.68 | 0.84 [ 0.92 | 0.84
T2 | 0.84|0.84 |0.84| 0.64(0.84[ 083|068 0.84 | 1 0.54 [0.84[0.84 ) 0.81 15| 1 |0.92|0.92]0.88[0.96] 0.92[0.96] 0.96 .88 0.92 | 0.96 [ 0.92
70| 0.64[0.54 |0.84|0.64 064 0.6a 068|084 | 1 |08 0.84] 0.84 T30 [0.76] 0.5 | 0.8 [0.92]0.72]0.56 | 0.68 | 0.65 [ 0.92 30| 1 |0.76|0.76] 0.64|0.58] 0.76] 0.88] 0.88 | 0.64 [0.52 0.83]0.76
;:: 0:8310.84 10.84 "-j“ L5 g-” 0.8 "f“. :.”-"’ 084 2.52 s Jos2[0.92| 052 1 [o.s2f0760.8e0sa] 1 o 15| 1 |0.68[0.68|0.52| 0.84] 0.68] 0.84 ] 0.84 | 0.52 |0.36] 0.68 0.68

0.26)0.36 |0.36|0.42]0.36(0.36[0.32[ 0.48 | 0.4 |0.36/0.36 | 0.36 5 [0.76] 0.8 | 0.8 | 0.92|0.72| 0.56| 0.68 | 0.68 | 0.92 | 0. 13| 1 |0.76]0.76|0.64|0.88] 0.76] 0.38] 0.88 0,54'0 51‘076 0.88

D1fa.b) D2(a,b) D3{a,b)
M12MI4M21]| M22 | M24 | M26| T28 | T2 | T30 T35 | T39 14 M21 | M22 | M24|M26| T28 | T29| T30 | T35 | T390 9 [m12paad naza [ mzz [ mza[mze] 128 [129] 130 13s [ 139
0.08/0.1)0.08 | 0.08 | 0.16 |008| 0 |01 (0.08/0.08|0.08 010,18 0.34 | 0.24|0.24] 0.04 | 0.2 |0.24/0.34 [0.24 0.28]0.5/0.22[ 0.36 [ 0.26[0.26] 05 [0.6] 04| 0.2] 04
0.28| 0.44 | 0.32|0.32| 0.08 | 0.3 |0.32[0.48|0.32 0.2]0.06 | 0.12 | 0.060.06] 0.18 | 0.2 [0.12|0.06|0.12
0.28| 0.44 | 0.32)|0.32| 0.08 | 0.2 |0.32/0.44 | 0.32 M2 018 024|036 03 | 0.3 | 048 0.5)|0.42/0.26|0.42
04| 06 044042012 |04/0.32] 0.6 |0.44 Mia| 0 10.08/0.08 0.04]| 0.08 | 0.04/0.04| 0.12 | 0.2 |0.08/0.04]0.08
0.24]0.16 M210.12]0.36]0.24 0.4 0.32 0.24] 0.44 | 0.5 |0.36[0.23]0.36
0.120.08 mM22 [0.06]0.22]0.16[0.3 0.28 | 0.3 [0.22[0.16]0.22
0.28] 0.2 m24[0.06]0.26] 0.2 [0.3[ 014 0.4 [0.26[0.18]0.26
0.28| 0 M26 |0.060.26)| 0.2 |0.3) 0.14 | 0.24 0.4 |0.26/0.18|0.26
0.6 [0.44 728 | 0 [0.08(0.08(0.1[0.04 | 0.08 | 0.04 0.2 | 0.08|0.04 | 0.08
0.38]0.23 T29 0.04|0.04]0.1] 0.02| 0.04 | 0.02|0.02| 0.06 0.02]0.04
0.28) 0.2 T30 0.12)10.1210.2| 0.06 | 0.12 | 0.06 |0.06| 0.18 | 0.2 0.0610.12
0.16]0.16(0.2| 0.08 | 0.16 | 0.08|0.08| 0.24 [ 0.3 [0.16
0.12]0.12[0.2] 0.06 | 0.12 | 0.06 | 0.06| 0.18 | 0.2 | 0.16

0.08|0.08 [0.16[008] 0 |01 |00s[0.08[00s
0.08] 0.08 | 0.16 [0.08] 0 |01 |0.08]0.08|0.08 M12[0.24
0.18 0.26(0.16] 0.1 |02 [018]0a8|0a2 m1410.34 0.28
0.08] 0 | 0.1 [0.08]0.08]0.08 m210.08]0.08 [ 0.08

M12 | 0.08
M4 012008
M21 |0.08|0.08[0.08 | 0.1
M22 |0.08 |0.08 [0.08|0.1] 0.08
M24 | 0.06|0.06 | 0.06 | 0.1] 0.06
M26 |0.18|0.18(0.18 | 0.2/ 0.18
128 | 01| 0.0] 01 [0.1] 01
129 |0.08[0.08]0.08|0.1] 0.08
T30 |0.08|0.08|0.08|0.1] 0.08
T35 |0.08|0.08 D,DE_B l_ﬂ,DE_
T3 |0.38[0.38[0.38[0.3]0.38 |

T30 |0.14|0.32|0.12| 0 |0.16| 0.28 | 0.2 | 0.2 | 0.04 | 0.2
735 [0.04] 0.2 [0.04] 0 [0.04] 0.12 | 0.08[0.08] 0 |01 |0.08
139 [0.14[0.32[0.12] 0 [0.16] 028 [ 0.2 0.2 [0.04[0.2[ 02 [0.28

During the second step the relative importance (weight) of the criteria is calculated. To do so, the experts were
asked to evaluate on an aggregated level, the relative importance of the three risk factors (O, S, D). The
corresponding results are shown in Table 3.

Table 3: (Left) Evaluation of risk factors from experts. (Right) Min-max range of the weight of risk factors

Expl Exp2 Exp3 Exp4 Exp5 Expl Exp2 Exp3 Exp4 Exp5 min aver max
s High High High High High 5 0.4 0.29 0.25 0.5 0.3 0.25 | 0.34 0.5
o] Medium | Medium High Medium Medium [5) 0.2 0.14 0.25 0.25 0.1 0.143 | 0.20 0.25
D High Very High Very High Medium Very High D 0.4 0.57 0.5 0.25 0.6 0.25 | 0.46 | 0571

To transform the linguistic terms used for the three risk factors (O, S, and D) to crisp values the following scale
is assumed (with the various levels related in a linear way): the medium importance equals a/2; high
importance equals a, and very high importance equals 2a. Hence, each expert provides, based on his/her
experience, his/her overall view of the relative importance among the three risk factors (the aggregation of the
three evaluations equals one), regardless of the specifics of scenarios and situations; as, for example, this metric
for the expert “Exp3” is given below:

a+a+20:1:>a:% (9)

After the calculation of the weight of the risk factors, the total confidence index C(a,b) matrix is constructed as
shown in Table 4 (Left). Moreover, the degree of global credibility from step 3, is calculated for the pairs of
actions and the relative matrix is depicted in Table 4 (Centre). Finally, in step 4 the fuzzy domination relation is
applied to compare the different pairs of actions to determine the outranking intensity between each pair of
actions. The equation (6) is applied and the results are shown in Table 4 (Right).
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Table 4: (Left) The matrix of the total confidence index; (Centre) Matrix of the degree of global credibility; (Right) Matrix of
outranking intensity of the pairs of actions.

Cla,b) dfa.b) ouya,o)
g [wa2] maa[ w21 [mzz [we] w2 [Tz [ 125 [0 [ mas [ 729 wo [miz] mad [ w21 [woz [m2e] wos [128 [ 129 [ 130 [ 135 [ 139 M9 | MI2| M14 | M21 | M22 | M24| M26 | T2B | T29 | T30 | T35 | T35

0.7 |0.67( 0.7 (052 | 0.6 | 0,63 | 0.7 | 0.5 |0.56(0.53| 056 0.00 0.06 0.00 | 0.00 | 0.00 |0.00| 0.00 (0.00(0.000.00|0.00( 0.00

0.71 1059 |0.68| 0.71 | 0.8 |0.62 | 0.67|0.63 | 0.67
0.62]0.5110.55/ 0.58 | 0.7 |0.58/0.54|0.47| 0.54| Mi2 | 0.66
0.6 | 0.5 [0.59 .8 |0.59| 0.7 [0.72] 0.61 w14 | 0.68 [0.68
.8 |0.57|0.63|0.58| 0.63 M2 | 0.81 |0.70)0.78|0.
.8 |0.72]0.77]0.76| 0.77 ™22 | 0.65 [0.81]0.85[0.82] 0.86
0.61/0.68|0.66 | 0.68 M2 | 0.82 [0.73/0.77/0.75| 0.77
.7 |0.57|0.64]0.62 | 0.66 | w26 | 0.79 [0.69]0.73]0.61] 0.73 | 0.
0.51 128 | 0.70 [0.70]0.70[0.77] 0.62 | 0.42 [ 0.60

0.67| 0.70 | 0.52 |0.60 | 0.63 [0.70(0.40|0.56 0.53| 0.56

0.71|0.59 [0.68] 0.71 [0.80]0.62| 0.67(0.63 ] 0.67
0.510.55] 0.58 [0.72] 0.58] 0.54 [0.47| 0.54.
0.50 [0.59 0.62 [0.77|0.59|0.700.71] 0.61 M4 | 0.01 /0.0010.00
0.65| 0.68 [0.78]0.57]0.63 | 0.58] 0.63 Mai | 0.11 10.00]0.16
0.85/0.72)0.77| 0.76| 0.77 M22| 0.13 |0.220.34)0.32
0.61]0.65[0.06] 0.68 w24 [ 022 [0.06]0.22]0.15[ 0.11 | 0.00
0.57| 0.64| 0.62] 0.66 w26 | 0.15 [0.00 0.15] 0.00 | 0.04 | 0.00 |0.00
0.61[0.55] 0.61 28 | 0.00 [0.000.00] 0.00] 0.00 | 0.00 [0.00] 0.
0.72[ 0.76 129 | 0.40 [0.13]0.230.27] 0.18 [ 0.00[0.13] 0.20 |0.
0.74 130 | 0.29 [0.130.25]0.11] 0.17 | 0.00 [0.07] 0.14 [0.
0.78 135 | 0.40 [0.130.35/0.10] 0.29 | 0.00 [0.14] 0.22
139 | 0.20 [0.03]0.16]0.12] 0.08 | 0.00]0.00] 0.05 [0.11] 0.00] 0.00]0.00

0.09|0.005] 0.00 [0.00] 0.01 |0.10]0.00]0.00}0.00| 0.00 |
0.01| 0.00 | 0.00 |0.00| 0.00 |0.02| 0.00)0.00) 0.00| 0.00
0.00 |0.00| 0.02 |0.00| 0.00)0.00) 0.00| 0.00
0.00 [0.00 | 0.00 |0.16] 0.00] 0.00| 0.00| 0.00
0.22 [0.41]0.01]0.09[0.01[ 0.18
0.00]0.00| 0.00| 0.00
09| 0.00 0.00| 0.00| 0.00
0.000.00| 0.00| 0.00

m14| 0.68 |0.68
M21(0.812| 0.7 [ 0.8 0.
w22 [0.654[0.81[ 0.8
w23 [0.825]0.73[ 0.5 ] 0
M26 [ 0.786 | 0.69] 0.7
T2 |0.704] 0.7 |07

0.64

T25 (0.803 |0.81(0.8)0.85)| 0.75 | 0.7 0.74) 0.77 | 0.
730 |0.858|0.79| 0.8 [0.81] 0.8 [0.68[0.75] 0.78 | 0.
T35 [0.932|0.82(08 ) 0.8 | 0.88 [0.75 |0.81) 0.84
T3 [0.764| 0.7 [0.7)|0.74] 0.7 [0.590.68) 0.71

0.76 T29 | 0.80 (0.81)0.81/0.85)| 0.75 | 0.70 |0.74 | 0.77 |0.
0.7a| T30 | 0.86 |0.79]0.79] 0.81| 0.80 | 0.68 [0.75 0.78 |0
0.78 135 | 0.92 [0.82]0.82[0.80] 0.88 [ 0.75 [0.81] 0.84 [0.83[0.67[0.78
9 | 0.76 [0.70]0.70]{0.74| 0.70 | 0.59 | 0.68[ 0.71 [0.72] 0.58] 0.64 [ 0.63

0.7 0.58]0.64] 0.63

4. RESULTS AND ROBUSTNESS ANALYSIS

The results from the implemented methodology are shown in Table 5. The first column shows the ranking of
the risk scenarios with regard to the average weights of the risk factors. The remaining columns show the
results from different combinations of the weight factors according to the experts’ evaluation in Table 3.

Table 5: Matrix of the ranking of actions with regard to the min-max weight limitations of the risk factors

Mean 1 2 3 4 5 6 7 8 9 10 11
s 0.34 0.25 0.25 0.50 0.50 0.40 0.34 0.29 0.34 0.50 0.29 0.25
o 0.20 0.25 0.20 0.14 0.20 0.14 0.14 0.25 0.25 0.25 0.14 0.20
D 0.46 0.50 0.55 0.36 0.30 0.46 0.52 0.46 0.41 0.25 0.57 0.57
1 Mm22 m22 M22 T29 T29 T29 T29 M22 m22 T29 M22 Mm22
2 T29 T35 T35 M22 m22 M22 m22 T35 T29 m22 T35 T35
3 T35 T29 T29 T30 T30 T35 T35 T29 T35 T30 T29 T29
4 T30 T30 T30 T35 T35 T30 T30 T30 T30 T35 T30 T30
5 m24 mM24 m24 T39 M9 T39 T39 m24 m24 M9 M24 M24
6 T39 M26 T39 M9 M14 M24 m24 T39 M9 m14 T39 T39
7 M26 T39 M26 M24 M24 M9 M9 M26 T39 m24 M26 M26
8 M9 M9 M9 M14 T28 M26 M26 M9 M26 T28 M9 M9
9 Mm21 M21 M21 T28 T39 M21 Mm21 M21 M21 M12 M21 M21
10 M14 M12 M12 M26 M12 Mi14 M12 M12 M12 T39 M12 Mm12
11 M12 M7 M7 M21 M21 M12 M7 M7 T28 M21 M7 M7
12 M7 T28 M14 M12 M26 T28 T28 T28 M14 M26 M14 M14
13 T28 M14 T28 M7 M7 M7 Mm14 M14 M7 M7 T28 T28

Durbach and Stewart (2012) address the importance of the weight calculation of the selected factors in their
study. In order to control the stability and verify the strength of the proposed model the algorithm of section
2is applied from the entire range of the weights of the risk factors. Figure 1 shows the fluctuation of the ranking
of the risk scenarios with regard to the total range of the weight of the risk factors. On the left side the possible
combinations of the weights according to the experts’ evaluation is depicted. The results demonstrate the
stability of the model and the accurate evaluation of the risks of the STS operation.

Figure 1. Left: Different combinations of risk factors according to min-max limitations. Right: Fluctuations of risk factors in
robustness analysis for the min-max ranges of the weights.

An important observation from the results comes from scenario M26, which refers to fatigue during
mooring/unmooring procedures. For high values of importance of detectability (D> 0.41) fatigue is a
prominent factor (in seventh place), whilst for low values of detectability the risk of fatigue is underestimated.
Taking into consideration that the detectability has values under 0.40 in 9 of the 12 cases, it is obvious that the
important issue of the risk from fatigue is properly addressed in the model.

5. CONCLUSION
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Risk evaluation of maritime activities is at the top of the agenda in the shipping business. The MCDA techniques
are an efficient tool in the hands of experts to help operators to compose the true picture regarding the safety
of a marine activity and the potential threats that could compromise the success of the operation. This paper
proposed a combination of MCDA methods, which includes initially the outranking approach and next the
fuzzy domination relation. The objective goal is the modeling of the experts’ judgments under uncertainty. In
particular, three risk factors were selected as the criteria to evaluate risk scenarios; the occurrence and the
consequences of a failure as well as the ability to detect a failure on time. The inherent uncertainty of these
factors is expressed by the probability distribution of the experts’ evaluation for each risk criterion. The model
of outranking approach under uncertainty, borrowed from the MCDA discipline, can give reliable and positive
results when evaluating risks of maritime activities. Moreover, limitations in the number of actions comes from
the model implementation due to computational complexity. Thus, in the case of multiple sets of actions,
alternative methodologies should be taken into account. Nevertheless, for small number of actions the
proposed methodology can work effectively on risk evaluation of maritime activities.
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Robustness analysis approaches in political decision making
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Abstract

A crucial issue, when dealing with political decisions, is the radical uncertainty about the present (e.g. lack or poor quality
of information) and also about the future. In the literature it is mentioned that robustness analysis is a way of supporting
government decision making when dealing with uncertainties and ignorance. In the present research a framework to deal
with robustness in policy making is proposed, in a concrete and comprehensive manner. Different definitions and
approaches of Robustness Analysis in government decision-making, concerning the present and the future, as a way to
support the identification of potential robust strategies in policy circles, are discussed. Robust strategic approaches in
political decision-making could be perceived as an effort to trade some optimal performance for less sensitivity to
assumptions, performing well over a wide range of versions and possible futures, and keeping options open. Relevant
researches suggest that this often adopted strategy is also usually identified as the most robust choice. Robust political
strategies may be preferable to optimum strategies when the uncertainty, usually taking the form of epistemic uncertainty
(referred to a lack of complete knowledge of the political and societal environment), is sufficiently deep and the set of
alternative policy options is sufficiently rich. The proposed approach is incorporating, by adopting a facilitated approach,
a holistic robustness approach for policy making, using appropriate measures covering three notions of robustness namely:
robust solution, robust conclusion, and robust decision in dynamic context. The framework under discussion is actually
based on a robustness centre approach focusing on the determination of scenarios for the present as well as for multiple
futures and on the evaluation of the options within and across the scenarios. Actually, we are suggesting the incorporation
of the (procedure, version) approach with the approach of the initial commitments leading to a set of representative future
states and the inter-scenario robustness approach. The corresponding robustness of all alternative actions in a policy circle
across the plausible variable settings shall be evaluated using different types of measures.

KEYWORDS

Robustness Analysis, Political Decision-Making, MCDA.

1. INTRODUCTION

Political decisions are often considered as complex, multifaceted and involve many different stakeholders with
different priorities and objectives. Furthermore, policy-making consists of several sequential actions focusing
on the achievement of a specific goal with societal, economic and political implications, with several feedbacks
and loops. So, we may describe the whole process as a policy circle (Lasswell 1956). Very often DMs, when
confronted with such problems, attempt to use heuristic and intuitive approaches to simplify the complexity
until the problem seems more manageable. The problem is even more complex if we consider that, according
to principles of sociotechnical design, specific - most of the times conflicting - objectives must be best met by
the joint optimization of technical and social aspects. Of course, the absence of certainty, the interference of
political-power and the presence of complexity, as well as the unquestionable existence of wicked problems,
also called social-messes (Ritchey 2011), makes it necessary the application of niche methods. Nobody could
assert that a specific framework can tackle the whole extent of a policy circle or guarantee optimal or robust
solutions, but it could certainly increase rationality and accountability at a certain level.

Multi-criteria Decision Aiding (MCDA) offers techniques designed to deal with situations, as the
aforementioned, in which there are multiple conflicting goals for reaching strategic decisions (Roy 2005;
Montibeller and Franco 2010). Furthermore, the process of creating, evaluating and implementing strategic
political decisions is typically characterised by the consideration of potential synergies between different
options, long term consequences, and the need of key stakeholders to engage in significant psychological and
social negotiation about the strategic decision under consideration. However, certain adaptations to the
methods, tools and processes of MCDA are required, if it is to be effectively applied in such a context (Tsoukias
et al. 2013). These adaptations have to tackle issues such as the probabilistic nature of the data and the
uncertainty of future events and system states. Thus the robustness analysis is a major issue in governmental
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decisions and the appropriate approaches and techniques shall be contained in different stages of any
proposed methodology.

Lempert and Collins (2007) state that an important characteristic of the mechanism of political actions is that
politics is a game among forward-looking stakeholders. Thus, the government’s current payoffs are equal to
the “net present value” of its anticipated future actions (and resulting victories/losses), not just its present and
past policy choices. In this context actions of government policy makers can be interpreted as efforts to: (a)
design “efficient” policies (those for which every objective is reached with the minimum loss for the other
relevant objectives) to improve government performance, as measured by well-defined indicators, while at
the same time, and (b) maintain a political behaviour true to their “political identity” (ideology, values, interests,
influences).

An efficient political decision making process requires a robustness analysis of the results of this process, which
could give broad issues and multiple values being considered (Tsoukias et al. 2013). However, robustness can
be defined in many ways by putting the focus on the different elements of the decision problem, namely the
model, the data, the futures, the method, the algorithm, the technical parameters. If we want to deal with
robustness in a holistic way we have to tackle each one of these elements. A common point is that robustness
is called to provide resistance or self-protection, as Roy mentioned (2010), against the existence of uncertainty,
contingency and ambiguity of the past (historical data), the present (decision model) and the future (possible
states) resulting to vague approximations and zone of ignorance. As far as the past and the present time are
concerned the source of this situation might be the information shortage for the decision problem in question
and the different interpretation of reality depending on the DMs’ points of view. On the other hand, the
uncertainty of the future states is even deeper and increased proportionally to the timeline, while on the same
time is affected by the choice of each alternative decision.

2. ROBUSTNESS ANALYSIS APPROACHES

Efforts towards seeking for mere optimality might be very often a misleading approach to political decision
problems by providing solutions that are not well-performed in different scenarios (or versions) of the reality
and in different futures. Thus, the robustness of a model or/and of a solution should be assessed and evaluated
each time so that the analyst shall be able to have a clear picture regarding the reliability and stability of the
produced results. Robustness shall be expressed using measures, also referred as robustness criteria, which are
understandable by the analyst and the decision maker. Based on these measures the DM may accept, or reject,
or adapt the proposed decision model. Given the fact that uncertainty is present, influencing every decision-
making context and that it appears in several different ways, it should be neither omitted, nor relegated. Its
importance shall be realized and it shall be considered in an appropriate manner. As robustness allows us to
experiment with uncertainty, it is necessary to define its concept, its significance and to emphasize its
importance in the MCDA field.

For the evaluation of a solution several robustness measures have been proposed, most them based on the
three standard measures (absolute robustness, absolute deviation, relative deviation) proposed by Kouvelis
and Yu (1997). Since these standard measures are considered to be conservative, because they tend to give
the higher importance to the worst case, several of the proposed approaches try to take into consideration
other cases approaching to a median or average case. These other measures allow the DMs to express a specific
degree of optimism about future outcomes by selecting some really good solutions which show remarkable
bad performance only in a minimum portion of cases. Nevertheless, in cases where a good solution might have
extremely bad consequences, under specific scenarios, that might be also irreversible or, in cases where
uncertainty about the future is severe, the security provided by the pessimistic measures of Kouvelis and Yu is
preferred.

Following that perspective, Montibeller et al (2006) discussed the Goodwin and Wright (2001) approach for
evaluating the performance of alternatives in different scenarios, where each decision alternative is a
combination of strategic option in a given future scenario (a-s). They also extended this approach by
introducing notions such as: different priorities across scenarios, elicitation of strategies’ performance,
analysing inter-scenario risk and inter-scenario robustness of options. According to their proposition, each one
of the n strategic options a; is evaluated on the m criteria under each s scenario, using a different model for
each scenario: Vs(al.)=2wslkv5lk(ai), where w, is the weight of the k-th criterion under the s-th scenario
( ZWS’k =1 for a given scenario) and v, (a) is the value of the i-th alternative on the k-th criterion (scaled from
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0 to 100) under the s-th scenario. Notice that the model allows different weights for distinct scenarios, in order
to reflect different future priorities.

A critical issue in evaluating the solutions over a set of cases is the generation or selection of these cases.
Usually, in the literature cases are referred to as scenarios, where each scenario represents a probable instance
of reality provided through a plausible set of parameters’ values of the model that are considered as uncertain.
Where the number of probable instances is huge then a representative set of scenarios is used.

Another approach of robustness connects it with the dynamic context in which decisions are made. This
approach is of particular interest when dealing with political decision making because of the multistage nature
of many strategic decisions and the radical uncertainty of a long or even middle term future of the political
environment. Political decisions, in a degree higher than other strategic decisions, must be or can be staged.
That is, the commitments made at the first stage of a decision do not necessarily define completely the future
state of the system. There will be one or more future opportunities to modify or to define it further. These
futures can be identified but their details are not known in advance and furthermore the initial commitments
may affect the characteristics of the futures. The paradox, as Rosenhead (2002) points out, is how can we be
rational in taking decisions today if the most important fact that we know about future conditions is that they
are unknowable? The answer to the aforementioned paradox is the concept of flexibility. An initial decision
(maybe the 1 stage of a multistage decision) is considered to be flexible if it keeps open attractive (i.e. good
or at least acceptable) future options at specific points on a time line or when some kind of event creates a
specific trigger. As Hites et al. (2006) state, the fewer obstacles a decision poses to future good decisions, the
more flexible it is. Under this dynamic approach, a robust decision is one that does not undermine any possible
future choice. The evaluation of the robustness of the decisions shall be done at each stage for each pair
(alternative,future) by taking into consideration how these decisions will affect the context of future decisions.
This specific robustness concern focuses on the continuous evolution of decisions which shall be adapted to
various middle or long term futures.

According to this approach, let a; be the initial alternative decision chosen from a set of decisions. Let S be the
set of all possible plans realised in the future. Let S; be a subset of S of attainable plan after decision a;has been
chosen. Let $* and Si* be respectively the subset of S and S; of “good” or “acceptable” plans. Then the robustness
of a; is measured in function of the subset of good plans, that is: r=n(5%*)/n(5*), where n(S) is the number of
elements in the set S. Obviously, the greater the value of r; the more the decision is robust.

A sequence of actions a; in a form of pathways could be considered as well, where an initial commitment to a
short-term action may lead to another action when an adaptation tipping point is reached (Haasnoot et al.
2013). Each possible pathway could be considered from the beginning as a candidate action and evaluated as
such.

3. AHOLISTIC APPROACH

Given the necessity of dealing with robustness issues in political decision making, in order to confront
uncertainty about the present and the future real-world states, our approach is based on a robustness centre
view, focusing on the determination of scenarios for the present, as well as for multiple futures, and on the
evaluation of the options within and across the scenarios. Actually, we are suggesting the incorporation of the
(procedure, version) approach of Roy (2010) with the ideas of Rosenhead et al. (1972) concerning the initial
commitments leading to a set of representative future states and the inter-scenario robustness approach of
Montibeller and Franco (2011). In this latter work even though the authors had discussed that one challenge
of using the concept of robustness is that there are different ways of conceptualising it, they assessed
robustness using only the notion of robust solution, based the work of Kouvelis and Yu (1997). Furthermore,
the basis of their evaluation approach is the practical application of the multi-attribute value function of
Goodwin and Wright (2001) as discussed in Montibeller et al. (2006). Our proposal is to incorporate, by
adopting a facilitated approach, a holistic robustness approach in a MCDA framework, using appropriate
measures covering different notions of robustness, with the evaluation of each alternative under each
plausible scenario. Moreover, we propose an extension of the scope of scenarios in relation to the ones
proposed in Goodwin and Wright (2001) by including the notion of pair (procedure, version) used by Roy
(2010) combined with the effect of subsequent actions on future states of the problem. Our approach is
consisted of the following steps:
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e Define a set of k alternative actions, A={a;, a,, ..., a; ... ag

e Setfuture states fs where fs=0, 1, 2, ..., g, while fs=0 is referring to the present time

e Define aset of plausible variable settings s=(procedure, version), using Roy’s approach as an extension
to the notion of scenario, in a future state fs, S*={s®, 5%, ..., 5% ..., s®*wm}. The cardinality of S* is
probably different for each future fs, and equal to m(fs). It is very likely that for the distant futures the
information about plausible variable settings maybe poor, so the cardinality of the S* will be
decreased.

The set A of the alternative actions may evolve during the policy circle and new, combined and updated
actions might enter in A, so its cardinality |A|=k will be increased. We suggest that all previous versions of
combined or updated actions shall remain in set A for comparison reasons. Furthermore, each pair (procedure,
version) includes a number of parameters, called frailty points by Roy (2010), depending on the processing
procedure in a certain method family and on the different version of reality’s representation which is strongly
connected to the decision model. The first set of parameters includes purely technical parameters (eg.
thresholds for replacing strict equalities, concordance level) as well as parameters which are in one way or
another connected to the real problem (eg. weights, preference and veto thresholds). This second subset of
parameters could be also viewed as part of a version of the problem along with parameters directly connected
with the real-life context and which could take the form of objective function and constraint matrix
coefficients, constraints right-hand-side values, etc. (see Aissi and Roy 2010 for extended discussion on the
notion of (p, v) pairs).

It could be even considered that each variable setting is also affected by the choice of an initial action a;c at
present time (fs=0), referred as initial commitment by Rosenhead (2002), so the set of plausible variable
settings could be represented as: S*(a;)={s" (aiJ), s*z(ai), ..., s*(aid), ..., SEmes(@id} for fs=1, 2, ..., q given that the
selection of choice ai could affect each s in the future. For the special case of fs=0, present time, the set of
plausible variable settings is not affected by the action i: S°={s%, 5%, ..., 5% ..., $’mo}.

For each alternative a; an overall evaluation of its performance under each plausible variable setting s®(a;.),
denoted as V(s*(ai), a), shall be calculated. This overall evaluation can be consisted of one or several
performance measures depending on the family of procedures that are used.

Furthermore, the corresponding robustness of all alternative actions across the plausible variable settings shall
be evaluated using three types of measures:

i. Ru(s®iai), a): The Standard Type, based on the definitions of Kouvelis and Yu (1997) as well as on the
corresponding proposed variations by Roy (2010). This type of measures, which is the most commonly
used, highlights solutions that are good enough in most scenarios and not very bad at any scenario.

ii. Ru(s®(ai), a): The Credibility Type, based on the proposals of Siskos and Grigoroudis (2010) where the
robustness of a solution is evaluated during post-optimality analysis by calculating stability and
credibility measures.

ii. Ru(s%(ai), a): The Flexibility Type, based on the ideas of Rosenhead et al. (1972). According to their
approach an action g; is considered to be robust, or equally flexible, if a significant number of ‘good’ or at
least ‘acceptable’ plans are kept open in future states fs.

The robustness measures that belonging to the aforementioned types shall be further elaborated and
specified for different methods. They shall also be presented to the DMs through visual representations using
software applications for a better comprehension and more efficient feedback as argued by Montibeller and
Franco (2010) and by Siskos and Grigoroudis (2010).

4. CONCLUSIONS

The proposed methodology meant to be an integrated part of an iterative, continuous process with feedback
and forward loops supporting prospective and retrospective analyses based on multiple views and multiple
states of the future, along with its focus on the aforementioned robustness concerns. Such a framework shall
be consisted of several discrete stages which all of them shall be implemented in every case; however their
duration and sequence shall vary depending on the case, given the fact that as a rule, policy analysis projects
require a customised design. Towards the designing of such a framework we believe that an adapted approach
of a facilitated MCDA model, based on the ideas of Montibeller and Franco (2010), could efficiently support
mainly the following tasks: defining the problem, scoping participation, tackling uncertainty with future
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scenarios, considering multiple objectives, designing and appraising complex strategic options, and finally
considering long term consequences. The decision analysts, who will act as facilitators in the policy circle, shall
be highly sophisticated in order to be able to understand the political environment and the dynamics of the
participatory process. The facilitator could also been regarded in this process as mediator, who designs the
rules and procedures for negotiating in the policy circle and manages the interaction and progress of the
process.
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Abstract

The MUSA method is a collective multicriteria approach which is used for measuring and analyzing customer satisfaction.
It is a preference disaggregation model following the principles of ordinal regression analysis. The method has a set of
parameters that may influence the stability of the provided results. These parameters depend on the characteristics of the
problem (e.g., number of customers, number of criteria, length of ordinal satisfaction scales, consistency or variability of
data) or they are set by the analyst (e.g., preference or post-optimality thresholds). The main aim of this study is to examine
how different values of these parameters may affect the robustness of the MUSA results. For this reason an extended
simulation model has been developed and different customer satisfaction data sets have been generated and solved.
These data sets combine properties about the deviation level, the number of customers, the number of criteria and the
number of satisfaction levels and have been tested for different values of preference and post-optimality thresholds.
Different fitting and stability indicators have been used for the evaluation of the results. The analysis of the results facilitates
the selection of appropriate model parameters considering the characteristic properties of the customer satisfaction data.

KEYWORDS

MUSA method, Robustness analysis, Simulation, Satisfaction data generation.

1. INTRODUCTION

The MUSA (MUlticriteria Satisfaction Analysis) method is a preference disaggregation approach following the
main principles of ordinal regression analysis. It measures and analyzes customer satisfaction assuming that
customer’s global satisfaction is based on a set of criteria representing service characteristic dimensions. The
main object of the MUSA method is the aggregation of individual judgments into a collective value function.

The method has a set of parameters that may influence the stability of the provided results. The main aim of
this study is to examine how different values of these parameters may affect the robustness of the MUSA
results. For this reason, a number of different customer satisfaction data sets have been generated combining
different values of the method’s parameters in order to examine how these can affect the fitting and stability
level of the provided results.

2. THE MUSA METHOD

2.1 Mathematical Development
The MUSA method assesses global and partial satisfaction functions Y" and X;" respectively, given customers’
judgments Y and X.. The method follows the principles of ordinal regression analysis under constraints using

linear programming techniques (Jacquet-Lagréze and Siskos, 1982; Siskos and Yannacopoulos, 1985; Siskos,
1985). The ordinal regression analysis equation has the following form:

V' =3bX
i=1

-1
i=1
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where b; is the weight of the i-th criterion and the value functions Y and X,.* are normalised in the interval [0,
100]. The main objective of the method is to achieve the maximum consistency between the value function Y*
and the customers’ judgments Y. Based on the above modelling and by introducing two error variables o+ and
o, the ordinal regression equation becomes as follows:

Y =NbX —0"+0 (2)
i=1

where Y’ is the estimation of global value function Y" and o* and o are the overestimation and
underestimation error, respectively.

The final form of the linear programming problem is as follows:
M

[minlF= >0} +0;
j=1

under the constraints

n L ;-1

t;—1
> > w,-> 2z, 0] +0; =0,for j=12,..M

i=1 k=1 m=1

a-1

>z, =100 (3)
m=1

n a-1

> > w, =100

i=1 k=1
z,20,w, >0, Vm,ik

oj+ >0, 0; 20, for j=12,.,M

where t; and t; are the judgments of the j-th customer globally and partially for each criterion i=1,2,...,n, M is
the number of customers and z.,, wi are a set of transformation variables such us:

*m+1 *m
z, =y -y for m=1,2,..,a-1
{ (4)

w, =bx "' —bx* for k=1,2,.,a-1and i=12,..,n

where a and q; is the evaluation ordinal scale for the global assessment and for the assessment of the i-th
criterion, respectively.

Furthermore, taking into account the hypothesis of strict preferential order of the scales of some or all the
dimensions/criteria, the following conditions are met:

{y*’” <y™ e y"<y™ for m=1.2,...,a )

X <x* o xf <x"" for k=12,...,a-1and i=12,..,n

where < means “strictly less preferred”. Based on (5) the following conditions occur:

*” (6)

y™-y">ysz >yez, >0 form=12,...,qa
X" -x >y, ow, >y, ow, >0 fork=12,...,a,—-1andi=1.2,..,n

where y and y; are the preference thresholds (minimum step of increase) for the value functions Y" and X,
respectively, with y, y;> 0, and it is set that:

(7)

z, =z, +y form=12,..,a
w, =w, +y, for k=12,...,a,-1and i=12,...,n

The proposed extension affects the initial LP and constitutes the generalized form of the MUSA method
(Grigoroudis and Siskos, 2002; Grigoroudis and Siskos, 2010).
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2.2 Stability Analysis

The preference disaggregation methodology consists also of a post optimality analysis stage in order to face
the problem of multiple or near optimal solutions. During the post-optimality analysis stage of the MUSA
method, n linear programs (equal to the number of criteria) are formulated and solved. Each linear program
maximizes the weight of a criterion and has the following form:

a;—1
[max]F'=>w, fori=12,..,n

k=1
subject to (8)
F<F +¢

all the constraints of LP (3)

where F" is the optimal value of the objective function of LP (3) and ¢ is a small percentage of F". The average
of the optimal solutions given by the n LPs (8) may be considered as the final solution of the problem. In case
of instability, a large variation of the provided solutions appears and the final average solution is less
representative.

The stability of the results provided by the post-optimality analysis is calculated with the Average Stability
Index (ASI). ASl is the mean value of the normalized standard deviation of the estimated weights b; and is
calculated as follows:

2
\/nZ(b{ )2 —[Zb,’j
1L j=1 j=1
ASI=1-——
n; 100vn—1

where b/ is the estimated weight of the criterion i, in the j-th post-optimality analysis LP (Grigoroudis and
Siskos, 2002; Grigoroudis and Siskos, 2010).

)

Furthermore, the fitting level of the MUSA method refers to the assessment of a preference collective value
system (value functions, weights, etc.) for the set of customers with the minimum possible errors. For this
reason, the optimal values of the error variables indicate the reliability of the value system that is evaluated.

The Average Fitting Index (AFl) depends on the optimum error level and the number of customers:

*

F

AFl=1————
100-M

(10)

where F' is the minimum sum of errors of the initial LP, and M is the number of customers.

The AFlis normalised in the interval [0, 1], and itis equal to 1 if F" =0,i.e.when the method is able of evaluating
a preference value system with zero errors. Similarly, the AF/ takes the value 0 only when the pairs of the error
variables oj+ and o; take the maximum possible values.

3. SELECTION OF PARAMETERS AND THRESHOLDS

3.1 Preference Thresholds

The problem of selecting appropriate model parameters is focused on the preference values y, y;, and the
tradeoff threshold ¢ during the post-optimality analysis.

In this section, it is examined how different values of these parameters may affect the fitting and stability level
of the MUSA results. For this reason, a large number of indicative customer satisfaction data sets have been
used. These data sets present different characteristic properties (e.g. number of criteria, number of satisfaction
levels, consistency of judgments and stability level, etc.). One of the most important results of this analysis is
that the selection of preference thresholds y and y; depends mainly on the stability of the results.

In particular, in case of stable results, the average fitting index AFl, as well the average stability index AS/, have
high values (~100%) for y =y;=0. The increase of y and y; will cause a relatively small reduction of the fitting
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and stability level of the results. This finding may be justified by the fact that the preference thresholds provide
a lower bound for the model variables z,, and wji. For example, by increasing y;, the MUSA method is forced to
assign a minimum weight of y; (a~1) to each criterion. Thereby, the initially achieved fitting and stability level
of the results is decreased. Consequently, in case of stable results, it is preferred to set y = y; = 0 (or at least very
small values for the preference thresholds).

In case of unstable results, AS/ may take rather small values (e.g. <50%) for y = y; = 0, while AFl may retain a
relatively high level (e.g. >80%). The increase of preference thresholds y and y; may improve the stability of the
results, but it will decrease the fitting level of the model. As previously noted, this is justified by the fact that
the preference thresholds determine the minimum value of the criteria weights. Thus, in case of instability, the
increase of y and y; will decrease the variability observed in the post-optimality table, and therefore, it will
increase the average stability index.

Generally, the following rules should be considered when selecting appropriate values for the preference
thresholds y and y::

e An arbitrarily large increase of the preference thresholds may falsify the customer satisfaction data
set; large values of y and y; require stronger assumptions for the preference conditions

e Based on the assessed values of y; the minimum weight of criterion i is y; (ai—1). This assumption should
be verified by the decision-maker.

The post-optimality threshold & does not affect the fitting ability of the model, since the Average Fitting Index
does not depend on the post-optimality results. Moreover, it should be noted that usually, in real world
applications, F'> 0, and thus € may be assessed as a small percentage of the optimal value of the objective
function F.

Similarly to the previous analyses, a large number of customer satisfaction data sets have been used, in order
to examine the effect of post-optimality threshold on the stability level of the MUSA results. These experiments
show that the increase of € causes a decrease of the average stability index AS/, regardless of the stability level
of results. This is rather expected, since an increase of € implies an increase of the near optimal solutions space.

The decrease of ASl is larger in case of unstable results because F" is larger and, thus, the overall tradeoff value
(14+€)F"is larger in the post-optimality analysis.

Consequently, € is a near optimal solutions threshold that should be always selected as a small percentage of
F’. The modification of € should take into account the following:

e A very large value of € will falsify the information provided by the post-optimality analysis, and
decrease the stability ability of the model.

o Avery low value of € will not give the ability to explore the near optimal solutions space during post-
optimality analysis.

3.2 Experimental Comparison Analysis

In order to examine how different values of the MUSA method’s parameters can affect the fitting and stability
level of the provided results, 243 different customer satisfaction data sets have been generated combining
properties about the deviation level, the number of customers, the number of criteria, the type of customers
and the number of satisfaction levels. These data sets have been tested with different values of preference
thresholds (y, y) and post-optimality thresholds (€). Table 1 summarizes the basic properties of the generated
data sets.

Table 1: Properties of the generated data sets

Deviation Number of Number of ~ Number of satisfaction Type of
level (D.) customers (M) criteria (n) levels (a=a)) customers
0.05-0.25-0.40 100-500-100 3-5-10 3-5-7 Non demanding-

Normal-Demanding

Table 2 presents a summary of the simulation results for the MUSA method. The fitting level of the MUSA
method is rather high, since AF/ ranges between 87.4% and 100%, with an average of 94.8% for the generated
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data sets. This justifies the ability of the MUSA method to effectively evaluate a value system for the set of
customers.

ASl ranges between 32.0% and 99.5%, with an average of 85.3% for the generated data sets which shows that
for particular data sets the MUSA method can achieve higher or lower levels of stability.

Table 2: Simulation results for the MUSA method

Index Statistics Value

AFI Range 0.874-1.000
Average 0.948

ASI Range 0.320-0.995
Average 0.853

Another important objective of the experimental analysis is to examine the influence of the parameters of the
MUSA method to the fitting and the stability level of the estimated results. For this reason, a series of one-way
ANOVA analyses have been performed in order to analyze the influence of each parameter of the experiment
to the calculated AFl and AS/ indices. Tables 3 and 4 present the summary results for this analysis of variance,
from where the following points raise:

e The chosen deviation level of the experiment does not affect AS/, but influences AFI. This is more or less
expected, since D, determines the consistency of the satisfaction judgments and therefore it is strongly
related with the fitting ability of the MUSA method.

e The size of the data set (number of customers) does not seem to affect the fitting and stability level of the
MUSA method.

e Itis confirmed that the increase of € causes a decrease of the average stability index AS/, regardless of the
stability level of results. As it is already mentioned, this is rather expected, since an increase of € implies an
increase of the near optimal solutions space.

e ASlisinfluenced by the chosen number of criteria and the number of satisfaction levels. Specifically, greater
number of criteria and of satisfaction levels improves AS. It seems that giving customers the capability to
express their preferences with more choices regarding the number of criteria and the number of satisfaction
levels can be considered as giving indirectly additional more specified information about the problem,
which improves the stability of the provided results.

Table 3: Summary results for one-way ANOVA (AS/)

Factors SS df MS F p-value
Deviation level 1350.65 2 675.32 4218 0.016
Number of customers 203.13 2 101.56 0.614 0.542
Number of criteria 2391.50 2 1195.75 6.107 0.002
Number of satisfaction levels ~ 2885.79 2 1442.89 7.674 0.000
Demanding level 757.41 2 378.70 2325 0.100
Tradeoff threshold 7.20 3 2.40 1058.384 0.000

Table 4: Summary results for one-way ANOVA (AFI)

Factors SS df MS F p-value
Deviation level 1006.39 2 503.19 118.778 0.000
Number of customers 0.71 2 0.35 0.040 0.961
Number of criteria 74.54 2 37.27 3.627 0.029
Number of satisfaction levels 23.08 2 11.54 1.320 0.270
Demanding level 8.85 2 442 0.496 0.610

There is evidence that different data sets can give better results with specific combinations of the MUSA
parameters. However, the presented experiment may be considered as a pilot analysis, since a larger number
of data sets is required, in order to increase the reliability of the findings.
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4. CONCLUSIONS

There is evidence that different data sets can give better results with specific combinations of the MUSA
parameters. However, the presented experiment may be considered as a pilot analysis, since a larger number
of data sets is required, in order to increase the reliability of the findings. For this reason, future research may
focus on other alternative customer satisfaction evaluation models or examination of how several
combinations of these parameters may affect the reliability of the results. Robustness improvement of the
MUSA method can also be achieved with the introduction of additional information or constraints. Robustness
improvement with the combination of different approaches (e.g. selection of appropriate parameters,
introduction of additional information and constraints, etc) should also be examined.
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Abstract

Utilising linear programming techniques in order to estimate the criteria weights based on preferences of decision makers
expressed in the form which is supported by Simos method usually results in infinite number of optimal solutions and low
robustness. This paper presents techniques and methods which on the one hand exploit the results of the robustness
analysis in order to obtain additional and focused preference information by the decision maker (DM) while on the other
estimate vectors of weights which are might be considered to be closer to DM preferences with higher level of robustness.
For the presentation of the proposed approach an illustration example is used utilizing the capabilities of RAVI software.

KEYWORDS

Robustness analysis, Criteria weights, Simos method.

1. INTRODUCTION

The Simos method and its revision (Simos, 1990a,1990b, Figueira and Roy, 2002) constitutes a simple
methodological tool through which the DMs express their preferences of the criteria importance and these
preferences are translated to a unique vector of weights. DMs are asked to declare the relative importance of
the criteria in a pair-wise manner with the use of cards by ranking the criteria from the least important to the
most important. In cases of indifference DMs create subsets of ex aequo criteria. DMs can also increase the
distance of the weights between criteria by introducing one or more white cards between two successive
criteria (or two successive subsets of ex aequo criteria). The estimation of the criteria weights is achieved by
using simple numerical techniques and normalizations. This method has been extensively used in multicriteria
outranking relations methods such ELECTRE, PORMETHEE, TOPSIS, AHP (Siskos and Tsotsolas, 2015) which
require the estimation of criteria weights.

Simos method provides a very simple and comprehensible tool that can result to the estimation of the criteria
weights reflecting the preferences of the DM regarding the criteria priorities and it can be used to quantify the
criteria priorities without requiring to attach great emphasis on accuracy. Nevertheless, the process
recommended by Simos bears some robustness issues (Scharlig, 1996, Figueira and Roy, 2002), and more
specifically, it calculates a unique weighting vector even though an infinite number of solutions might exist,
also satisfying the requirements and constraints of the method. Furthermore, the accuracy of the calculated
criteria weights is thrown into doubt. The existence of other solutions and the accuracy of the criteria weights
may have significant effect on the evaluation of alternative actions, when applying these weights in decision
making problems.

The revised Simos method proposed by Roy and Figuera (2002), tried to tackle some robustness issues by
introducing the index z = wi/w, where wy corresponds to the weight of the most important criterion and w; to
the weight of the least important criterion. The value z is asked by the DM so as to provide a better accuracy of
the calculated criteria weights. That is to say that the DM is asked to quantify, with great precision, how much
more he/she influenced by the most important criterion in relation to the least important one. Even though
this additional information increases the robustness of the estimated solution still several compatible weights
vectors exist and the DMs are not informed for this issue.

The multicriteria methods are based on large extent to their interactive nature which enriches the process for
the estimation of preference models, responding and reflecting the preferences of DMs. The Simos method
includes limited opportunities for interactions with the DMs focused only to adaptations of the initial
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preference information of DMs and the level of index z (Shanian et al, 2008), without allowing interventions to
the estimated weights vector.

Using the preference information of the Simos methods the weights of the criteria can be elicited by applying
Linear Programming (LP) techniques (Siskos & Tsotsolas, 2015). The conditions derived by the priorities on
criteria and any additional preference information provided by the DMs are leading to infinite set of weights
vectors expressing low robustness, which are actually bordered into a n-dimensional hyper-polyhedron. So,
our interest is focused on the estimation of the ranges of the criteria weights which can be estimated by the
calculation of their minimum and maximum values. The LPs used for the estimation of the criteria weights
ranges have the following form.

Let n the number of criteria g and m the number of white cards noted wcs. Let us denote by p;, p,, ..., p» the
unknown weights of criteria, and by w;, w,, ..., wi the unknown weights of the white cards. Then we have the
following linear program (LP1):

Min p;&Maxp;, forj=1,2,...,n
s.t.
pj=pj+1, if g;is followed by gj.1, and gj.;belongs to the same importance class as gj,
pi<bj1 < pi1—p;= 6, if g;is followed by g;.1, and g;.1belongs to a most importance class
pi< Wy and Wy < pi @ Wh-p;= 8 and pp.i-wy = 6, if between g;and g;.; a white card wc, is placed
pi+p2+...+pp=1
p1=20,p:20,...,pn20;w;20,W:20,..., w20

where 6 is set equal to the minimal quantity, say 0.01 (1%) for instance, to differentiate two consecutive classes
of the ranking. In case of the revised Simos method, the following equation should be added in the constraints’
set p, =zp; , where zis the ratio introduced in revised Simos method.

The barycenter solution of the estimated hyper-polyhedron could be used as the working weights’ vector for
further analysis of the decision aiding process (Siskos and Yannacopoulos, 1985).

2. ROBUSTNESS ANALYSIS AND BARYCENTRIC SOLUTIONS

A key issue when applying linear programming techniques in order to estimate the criteria weights is the level
of the accuracy of the barycentric solution regarding the actual preferences of DM, as well as the existence of
other compatible weights’ vectors which could be also used by the DMs. An important issue in such situations
is the level of robustness. High level of robustness means low range of compatible weights vectors, so the
barycenter is considered to be a confident representation of DMs’ preference. Unlike, low robustness may
generate objections to how it is appropriate to use the barycenter for further analysis of the decision problem.

The methodological framework proposed in this research work includes processes for:

a) the assessment of the level of robustness of the estimated set of criteria weights and imprinting of its
structure and

b) the application of interactive feedbacks through which DMs are asked to provide additional preference
information which results to the shrinkage of the estimated hyper-polyhedron and consequently to more
robust preference models (Kadzinski et al., 2012).

2.1 Robustness Measures and Tomographical Approach

The measurement of the level of robustness includes a visual approach and two indices. The first step in the
proposed framework is the calculation of robustness measures, which are able to provide an initial evaluation
of the robustness level of the set of compatible value functions. A set of indices are proposed for this purpose.

The first type of indices used is the range between the maximum and minimum values of the criteria weights
for every criterion, as these values are estimated at each vertex of the hyper-polyhedron during post optimality
analysis. This index is very simple, but it gives a picture of the extent of robustness in each criterion and at the
same time is fairly comprehensible to DM. For the i-th criterion the index is estimated as:
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Y, = (max(pij)—min(pij )), p; the weight of the i criterion of the j,

i=12,.,n, j=12,.,m, n:the number of criteria and m: the number of vertices of hyper-polyhedron

The second index used in this analysis represents the normalized standard deviation of the different solutions
corresponding to the hyper-polyhedron vertices, where the value 1 corresponds to total robustness and 0 to
complete un-robustness of the preference models (Hurson and Siskos 2014). This normalized index is called
Average Stability Index (ASI):

5\ o$ ) (30]

ASI=1— ( ) n :number of criteria, ,m: number of vertices of hyper-polyhedron.
m,/(n-1

Apart from the indices, the tomographical technique provides the mean for scanning the level of robustness
into the estimated hyper-polyhedron in a similar way to the technique used in medical practice of diagnosis.
The idea of the tomographical approach is to discretize the n-dimensional estimated hyper-polyhedron of the
criteria weights by using n-1 dimensional cutting hyper-polyhedra. For the presentation of the cutting
tomographies the parallel coordination system is used (Figure 1). By this way, with a simple and
comprehensive way we can visualise the levels of criteria weights' robustness. For the estimation of these n-1
dimensional cutting hyper-polyhedra the Linear Programme of post optimality analysis is enriched with the
following conditions:

p,=q, whereg= min(p,)+rt, where t is a predeterine step,

r=0.1...,/, where/ is the total number of steps and g <max(p,)

Figure 8 Visual example of Tomography of Hyper-polyhedron for three criteria

p3

p1

For the illustration of the aforementioned approach a case study is used with 6 criteria (crit.1, crit.2, crit.3, crit.4,
crit.5, crit.6) and 2 white cards (wc; and wc,). DM groups together the cards associated to the criteria having
the same importance into six different subsets of ex aequo and that she/he also uses a white card, as follows:
Subset of ex aequo criteria: {crit.3}, {wcq}, {crit.2, crit.1}, {crit.4}, {wcy}, {crit.5, crit.6.}.

For the use of revised Simos, DM also states that crit.3 is 6 times more important than crit.6. so z=6. The
solutions of the LPs during the post optimality following the structure of LP1 are shown in Table 1.

Table 1 Post optimal solutions of LPs

No Criterion Min Max i Barycenter ASI

1 Crit.1 0.1136 0.2714 0.1578 0.1961

2 Crit.2 0.1136 0.2714 0.1578 0.1961

3 Crit.3 0.2140 0.5018 0.2878 0.3217 09128
4 Crit.4 0.0686 0.2169 0.1483 0.1389 )

5 Crit.5 0.0412 0.1314 0.0902 0.0742

6 Crit.6 0.0412 0.1314 0.0902 0.0742

Furthermore, the utilisation of the tomographical approach (Figure 1) gave significant results as far as the
structure of the low robustness is concerned. Higher robustness is presented in the tomographies of the lower
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and higher values of all the criteria weights. Also, there were tomographies for every criterion presenting total
robustness.

2.2 Feedback Process

The analysis of the values of Table 1 may trigger new dialogues with the DM at a foreclosure process of values
of criteria weights which are considered either extreme or not satisfying the real attitudes of DM. For example
in the examined case study the maximum value of 0.5018 for the weight of criterion 3 can be considered
extremely high by the DM. Also for criteria 5 and 6 the weight 0.0412 can be considered very low. DM sates
that the maximum weight of criterion 3 must be reduced and the minimum weights of criteria 5 and 6 must
be increased.

Figure 2 Screenshot of RAVI software with parallel co-ordination diagram setting limits for criteria

oy FrmSimosShrink -]
File
1. Criteria 2. Priorities - Ranking Resulis
Number of Criteria: |6 E|3 7 = Accept Rankin
Accept | || Crit] 3 4 4|p 2 No | CriterionW_. [ Min Mid Max
Number of White Card{2 =] — N [Crit/WC [ Rank ~ ; cr!lE; g,ngg g,}gg} g,g;}:
crwe 1 eritl ? erit: ] , :

A e TS 2 cit2 2 3 crit:3 0214 03217 05018
’ . . 3 it 2 4 crit4 00686 01379 0,2169
crit3 >= [20 = G Previous 1 critd » 5 crits 00412 00742 01314

] <60 o CIWG 5 onith ” 8 cit6 00412 00742 01314

b W
Estimate A < >
6= u.mu;li | Revised |
- 0,9128
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1 1 1 1 1 1

New Max Value ‘ D.UBDDj‘ Criterion | New Min | New Max
crit:1 0,1440... 0,18
New Min Value ()_()7003: crit:2 0,1439. . 0,179999

crit:3 0,235001 0,35
Update Values crit4 0,12 0,169999

crit5 0,07 0,09

i crit6 0,069998 0,1314.
Previous Next
Solve NPM

No | Criterion/W_. | Min [ mia [ Max
1 crit1 0,16 0,175 0,18
2 crit2 0,16 0,175 0,18
3 crit:3 0,29 0,3158 0,35
4 crit4 0,12 0,1608 0,17
5 crit:5 0,07 0,0867 0,09
6 crit:6 0,07 0,0867 0,09

o 0 0 0 o 0

crit:1 crit:2 crit:3 crit:4 orit:5 crit:6

New ASI i

Within the feedback process additional preference information is requested by the DM concerning extreme
points of criteria weights (very low or very high) and the cases of unexpected wide ranges of the criteria
weights. The identification of new lower and upper limits of the criteria weights inserts new conditions and
constraints in the LP programmes at the post optimality analysis process. The estimation of the new preference
model may lead to a new hyper-polyhedron, which, in reality, constitutes a shrinking of the initial one. The new
conditions embedded into the linear problems have the following form:

P; 2 Fins Pi <l Wherer

imin’ ’;’max

the lower and upper calculated values of criteria weights

In our case study the dialogue with the DM lead to the identification of new accepted lower and higher values
of the criteria weights. Table 2 includes the accepted by the DM minimum and maximum values of the criteria
weights. The enrichment of the LPs with the new conditions resulted higher robustness of the criteria weights
while the ASI climbed at 0.9804. The new barycenter (0.175, 0.175, 0.3158, 0.1608, 0.0867, 0.0867) can be
considered satisfactory in order to move forward to the decision support process.
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Table 2 Updated post optimal solutions of LPs after feedback

No Criterion  Min Max Hi Barycenter ASI

1 Crit.1 0.144 0.180 0.036 0.1750

2 Crit.2 0.144 0.180 0.036 0.1750

3 Crit.3 0.230 0.350 0.120 0.3158 0.9804
4 Crit4 0.120 0.170 0.050 0.1608 ’

5 Crit.5 0.070 0.090 0.020 0.0867

6 Crit.6 0.070 0.131 0.061 0.0867

3. CONCLUSIONS

The utilisation of linear programming, for the calculation of the criteria weights based on preference
information taken through Simos method, makes apparent the low level of robustness of the solutions
corresponding to the set of compatible preference models. The analysis of robustness and the interactive
processes of tomographical approach, as well as the subsequent feedback process concerning the shrinking
ranges of weights, proposed in this research work, provides the tools to tackle the low level of robustness and
simultaneously to develop a dialogue with the DM in order to improve the decision aiding process.
Furthermore, the proposed framework support the DM to clarify in a better way the structure of his/her
preferences and to estimate weights of criteria reflecting in a more concrete way his/her true preference
attitudes.
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Abstract

The European banking system has been under considerable pressure since the beginning of the financial crisis in 2007-
2008. Except for the global credit crunch, the European sovereign debt crisis has created additional difficulties. In response
to the need for increasing the transparency and stability in the European financial/banking system and identifying
weaknesses in banks’ capital structures, EU-wide stress tests have been performed by the European Banking Authority
(EBA), on a regular basis since 2010. In this context, the aim of this study is to examine the financial performance of the
European banks that participated in the stress tests of EBA. The analysis takes into account the actual financial data of the
banks, on the basis of the CAMEL framework, as well their results derived from the stress tests. The evaluation of the banks’
financial strength, under the status quo, the baseline, and adverse scenarios, is performed through a multicriteria decision
aid classification methodology that is used to distinguish between banks that failed to meet the minimum capital
requirement conditions imposed by EBA from well-capitalized banks.
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1. INTRODUCTION

Banks have a prominent role in the financial and business environment. Despite the advances made in the
regulatory and supervisory framework since the late 1990s with the introduction of the first Basel capital
accord, the global credit crunch of 2007-2008 has put considerable the banking industry under enormous
pressure, leading to an increasing number of bank defaults with a direct impact on global financial stability
and economic growth. The situation in Europe has been even more difficult due to the European sovereign
debt crisis.

In response, to such developments and the growing concerns about financial stability, supervisors and
regulators have further intensified their actions towards strengthening the risk management and monitoring
procedures used in the banking sector. In this context, the implementation of formal capital adequacy stress
tests has played an important role. Stress tests exercises simulate the financial performance and capital
adequacy of financial institutions over a range of scenarios about relevant macro-economic and financial
variables. Such tests have been regularly conducted after the 2007-2008 crisis, in USA, Europe, and elsewhere.

Despite some criticism on the framework on which the conducted tests have been based and the value of their
outcomes, empirical results provides evidence indicating the stress tests are indeed relevant. For instance,
Morgan et al. (2014) found that the 2009 US stress test produced the information demanded by the markets,
whereas Petrella and Resti (2013) examined the European test of 2011 and concluded that it produced valuable
information for market participants (beyond simple bank-specific accounting information) and they can play
arole in mitigating bank opaqueness.

In this context, analyzing and predicting the outcomes of stress tests could provide useful information to
supervisors, the management of banking institutions, and investors. Following this line of research, the this
study explores the possibility of construct decision models that can act as early warning systems for capital
shortfalls that banks may face, based on the outcomes of stress test exercises. For that purpose, we focus on
the tests conducted by the European Banking Authority (EBA) in 2010, 2011 and 2014. On the basis of the tests’
results a multicriteria methodology is employed to construct classification models that discriminate banks that
are likely to face capital shortfalls from banks that are well-capitalized. The model construction process is based
on a robust preference disaggregation technique.
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The rest of the paper is organized as follows. Section 2 presents the multicriteria methodology used in the
analysis. Section 3 describes the data and the empirical results. Finally, section 4 concludes the paper and
discusses some possible future research directions.

2. AROBUST MULTICRITERIA CLASSIFICATION APPROACH

Multicriteria decision aid (MCDA) provides a variety of different modeling forms, which can be used for
financial decision making purposes (Doumpos and Zopounidis, 2014). In this study we employ additive value
models in the framework of the UTADIS method (Doumpos and Zopounidis, 2002). Additive models are
intuitive and simple to understand and implement. They allow the modeling of non-linear preferences, while
retaining the interpretability of simple linear models.

Formally, an additive value function is expressed in the following form:
Vix,)=> v,(x;)
j=1

In this model, the global value V(x,) is used as composite indicator of the financial performance of bank i,
which acts as a proxy of the likelihood that the bank will face capital adequacy shortfalls in the future. The
global value is a weighted average of partial scores v,(x,,),...,v,(x,) defined over a set of n performance
attributes. The partial scores (marginal values) are defined through marginal value functions v,(),...,v,(-),
which are §ca|ed such that vj.(xj*) =0 and vj(x;) =w;, where w;is the trade-off constant of attribute j, whereas
x; and x; are the most and least risky level of attribute j, respectively.

The parameters of the above model can be inferred (estimated) using a sample of m banks classified into g risk
classes, based on preference disaggregation techniques (Jacquet-Lagréze and Siskos, 2001). In this study we
employ the robust formulation proposed by Doumpos and Zopounidis (2007). In the two-class setting of this
study (banks that are likely to face capital shortfalls - class C; — versus well-capitalized banks - class G,), the
decision model can be constructed through the solution of the following linear program (for simplicity we
assume a linear value function with all attributes scaled in [0, 1]):

) B n
min A —zi E AT § +w,
€l €l
2,‘7/71 1 2 =
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. .
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where m; and m, denote the number of banks from classes C; and G, respectively, & and ¢, are error
variables for bank i, t is the threshold that distinguishes the two classes (a bank is classified in the low risk class
G if V(x;)>t), whereas 6 and A are user-defined positive constants. The parameter A defines the trade-off
between the fit of the model and its complexity (in this analysis we set A=10, chosen on the basis of
experimental testsing). In the solution of the above model, the attributes’ trade-offs may not sum up to one,
but as shown in Doumpos and Zopounidis (2007), this can be easily achieved by scaling the obtained solution.
As explained in Doumpos and Zopounidis (2007), the above modeling formulation is closely related to
Tikhonov's regularization principle (Tikhonov et al., 1995) and it has some additional interesting properties
(increased stability, connections with the quality of the data, etc.).

A common approach to allow for non-linear marginal value functions is to assume that these can be expressed
in a piecewise linear form. This can be done by splitting the range of each attribute j into k+1 subintervals,
defined by break-points B <B/(r)<---<Bl <B| ., as illustrated in Figure 1, and modeling the marginal value
functions an interpolation scheme (Doumbos and Zopounidis, 2002).

However, this piecewise linear modeling approach is heavily affected by the approach used to define the
breakpoints in the scale of the attributes. To ameliorate this problem, we employ an approach similar to the
one introduced by Doumpos et al. (2007) in the context of support vector machine learning models. This
approach results in smooth marginal value functions, by averaging multiple piecewise linear functions. As the
results are smooth functions, they are more robust to data changes. An outline of the algorithmic process is
given below.
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Figure 1 Piecewise linear modeling of a marginal value function
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1. Define R sets of breakpoints {B/(r), Bi(r), ..., B ()}, for each attribute j
2. For each set of breakpoints: '
a. Construct an additive model with marginal value functions v;(x,), vy(x,), ..., v.(x,)
b. Use the marginal value functions to calculate the values at all breakpoints vj’.(B/"( ), forall
Jj=V...n, t=1.,k,p=1..,R
3. Construct the final smoothed marginal value functions by averaging:

R
V(B (p))=%z1‘,v;(ﬁ£ (p)

Doumpos et al. (2007) used an adaptive algorithm to specify the breakpoints in step 1 of the above algorithm.
Instead, in this study we use a simple approach and define the breakpoints as random variables uniformly
distributed in the attributes’ ranges (we randomly sample 50 sets of breakpoints).

3. EMPIRICAL ANALYSIS

3.1 Data

In the analysis we use all banks that participated in the stress tests of EBA in 2010, 2011 and 2014, for which
financial data were available. In particular, the data consist of 72 banks from the test of 2010, 76 from the test
of 2011 and 108 from the test of 2014 (i.e., a total of 256 cases). The banks are classified into two classes, namely
those that failed to achieve a minimum threshold in terms of the common equity Tier 1 (CET1) capital ratio
under the adverse scenario considered in the tests. In accordance with the scheme used in the 2014 test, we
set the CET1 threshold at 5.5%. Banks with CET1 ratio below that threshold are classified as failed (they are
likely to face capital shortfalls in the subsequent 2-3 years), whereas all other banks are classified as non-failed
(i.e., well-capitalized banks). Under this rule, 53 cases are classified in the failed group.

Financial data for the banks in the sample were collected from the Orbis database of Bureau van Dijk, whereas
information about the CET1 ratio of the banks was obtained from the reports of EBA. The definition of the
financial performance attributes is based on the CAMEL (Capital, Asset quality, Management, Earnings,
Liquidity) framework, which is commonly used for assessing bank soundness. In particular, the following ratios
are used in the analysis: (i) CET1 ratio (for capital adequacy), (ii) non-performing loans / gross loans (NPL, for
asset quality), (iii) cost to income ratio (CIR, for management), (iv) return on assets (ROA, for earning power),
and (v) liquid assets / deposits & short-term funding (LIQ, for liquidity). Table 1 presents the means of the ratios
for the two classes and their area under the receiver operating characteristic curve (AUROC), which represents
the probability that a non-failed bank outperforms a failed one (according to each financial ratio). All ratios are
statistically significant in discriminating the two classes of banks at the 1% level according the non-parametric
Mann-Whitney test.
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Table 1 Means of financial ratios and their discriminating power (AUROC)

Class means
Non-failed Failed AUROC
CET1 11.61 7.55 0.879
NPL 6.5 12.89 0.736
CIR 59.33 64.60 0.627
ROA 0.42 -0.53 0.723
LIQ 34.63 16.33 0.736

3.2 Results

The robust MCDA methodology described in section 2 was applied to the abovementioned data set. For the
purposes of the analysis, we applied the smoothing algorithm with the robust linear program formulation
using different settings for the number of breakpoints (1, 3, 5) used for modeling the marginal value functions.
An illustration of the obtained smooth marginal value functions, Figure 2 presents the results for the liquidity
ratio. Except for the aggregate (smooth) functions, the 95% confidence bands (estimated from the 50 sets of
breakpoints used in the averaging/smoothing process) are also depicted in with the dashed lines. In addition,
we also present the functions resulting from the piecewise linear modeling scheme (dotted line). It is evident
that as the number of breakpoints increase, the piecewise linear model becomes more complex, difficult to
interpret, and (possible) sensitive to the data. The smoothed functions, on the other hand, are quite stable and
robust to the specification of the number of breakpoints.

Figure 2 Examples of smooth and piecewise linear marginal value functions (LIQ ratio)
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Table 2 presents the trade-offs of the financial ratios. It is evident that in all cases the CET1 ratio is the strongest
variable for analyzing the financial soundness of the banks, followed by ROA, and liquidity. On the other hand,
the cost to income ratio is the weakest attribute. These results are in accordance with the existing literature
and other systems for assessing the soundness of banks, which emphasize the importance of capital adequacy,
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profitability, and liquidity, while given management efficiency a lower weight (see, for instance, Moody'’s,
2007).

Table 2 The trade-offs of the attributes

Breakpoints
1 3 5
CET1 0.581 0.533 0.454
NPL 0.105 0.114 0.141
CIR 0.068 0.088 0.101
ROA 0.129 0.145 0.157
LIQ 0.118 0.121 0.147

To examine the discriminating power of the models, we employed follow a bootstrapping approach based
1,000 bootstrap tests. Table 3 summarizes the out-of-the-bootstrap results that focus on the generalizing
(predictive) ability of the models. The results are summarized in terms of the average performance over five
criteria: (i) the accuracy rate for the class of well-capitalized banks (non-falied, ACCyg), (ii) the accuracy rate for
the failed banks (ACC;), the average classification accuracy (ACA, the average of ACCyr and ACC), (iii) the overall
accuracy rate (OCA), (iv) AUROC, and (v) the Kruskal-Wallis distance (the maximum difference between the
cumulative probability functions of the global values/scores of the banks in the two classes). We report results
for the standard UTADIS method with piecewise linear marginal value functions (UTADIS), its robust version
(RUTADIS), as well as the one with the proposed smoothing procedure (RUTADIS-S). The results of logistic
regression (LR) are also reported for comparison purposes (LR is widely used in finance and banking research
for building classification and prediction models).

Table 3 Classification accuracy results (out-of-the-bootstrap averages)

Breakpoints ACCnr ACCr ACA OCA AUROC KS
0 RUTADIS 0.871 0859 0.865 0.868 0914 0.781
UTADIS 0.887 0.843 0865 0.878 0911 0.782
1 RUTADIS-S 0.885 0.857  0.871 0.879 0.920 0.794
RUTADIS 0907 0.838 0873 0.893 0.921 0.793
UTADIS 0.892 0.820 0.856 0.877 0.902 0.764
3 RUTADIS-S 0.901 0.850 0.875 0.890 0.923 0.801
RUTADIS 0.905 0.827 0.866  0.889 0917 0.781
UTADIS 0900 0.807 0.853 0.881 0.894 0.759
5 RUTADIS-S 0909 0850 0.880 0.897 0.925 0.806
RUTADIS 0.905 0816  0.861 0.887 0.915 0.772
UTADIS 0.901 0.807 0.854 0.881 0.896 0.760
LR 0.861 0.854 0.857 0.859 0.902 0.769

With a linear modeling scheme (no breakpoints) both UTADIS and RUTADIS provide very similar results and
they outperform LR. With more complex additive models, the performance of UTADIS appears slightly worse
than RUTADIS. The results of RUTADIS, however, also follow a decreasing trend when the number of
breakpoints increases (i.e., for more complex models). On the other hand, the results with the smoothing
procedure (RUTADIS-S) appear quite robust to different specifications for the number of breakpoints. In fact,
with more breakpoints the results slightly improve.

Table 4 presents further results about the robustness of the results, in terms of the trade-off constant of the
financial ratios (averages over the 1,000 bootstrap runs). Regarding the estimates with the proposed robust
and smooth approach, the bootstrap estimates are quite similar to the results from the full sample (Table 2).
The stability of the estimates much higher (lower coefficients of variation) compared to the other approaches.
In fact, even for the more complex models defined by multiple breakpoints, the stability of the estimates is not
much different (in fact it is even better) than the simplest models with a single breakpoint. On the other hand,
the variation of the estimates with the other approaches increases considerably with more complex instances,
particularly for the standard version of UTADIS. These results clearly support the introduction of the robust
version of UTADIS and its smooth variant introduced in this analysis.
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Table 4 Bootstrap estimates for the trade-off constants of the ratios (averages and coefficients of variation in parentheses)

One breakpoint Three breakpoints Five breakpoints

RUTADIS-S RUTADIS UTADIS RUTADIS-S RUTADIS UTADIS RUTADIS-S RUTADIS UTADIS

CET1 0.542 0.486 0.435 0.460 0.505 0.395 0.414 0.474 0.428
(0.142) (0.217)  (0.405) (0.140) (0.247)  (0.566) (0.138) (0.291)  (0.609)

NPL 0.101 0.118 0.080 0.130 0.135 0.113 0.147 0.137 0.136
(0.426) (0.526)  (0.648) (0.377) (0.695)  (1.248) (0.389) (0.643)  (1.474)

CIR 0.073 0.085 0.053 0.100 0.091 0.051 0.111 0.110 0.048
(0.565) (0.503)  (0.831) (0.463) (0.539)  (1.158) (0.430) (0.559)  (1.356)

ROA 0.153 0.153 0.229 0.167 0.119 0.209 0.176 0.105 0.188
(0.450) (0.837)  (0.766) (0.433) (0.900)  (1.200) (0.404) (0.706)  (1.386)

LIQ 0.131 0.157 0.203 0.144 0.150 0.232 0.153 0.174 0.201

(0.331) (0.439) (0.701) (0.271) (0.497) (1.067) (0.262) (0.453) (1.202)

4. CONCLUSIONS

The vulnerabilities of the global financial system to systemic crisis calls for an enhancement of the current
supervisory practices. In the banking sector, the recently established formal procedures for stress testing the
capital adequacy of banks is a positive step. Monitoring and analyzing the results of such tests can provide
useful information to multiple stakeholders.

In this study, a robust multicriteria approach was introduced and applied to construct decision models that
can be provide early warning signals for possible future capital shortfalls that banks may face. The models were
constructed using as input the outcomes of the EBA stress tests. The results show that the proposed MCDA
approach provides models of high discriminating power. Furthermore, the robust approach improves the
quality (accuracy and stability) of the results.

Further research can be directly to a number of directions. For instance, the set performance attributes could
be enriched with non-financial data (e.g., corporate governance indicators), macro-economic (country-
specific) variables, as well as data from the financial markets (e.g., stock prices, CDS prices, etc.). On the
methodological side other MCDA methods could be considered too, such as rule-based models and
outranking techniques. Finally, implementing such techniques into integrated decision support systems could
be of major help to end-users (supervisors, managers of banks, etc.).
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