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ABSTRACT

We study the breaking of global discrete symmetries -specifically inversion and
translation- in one-dimensional scattering set-ups. We focus on the case where the
broken global symmetry is retained locally, in arbitrary domains of finite spatial extent
and we find a class of space invariant, non-local currents, which are remnants of the
broken global symmetry. These currents provide a mapping of the wave function from
an arbitrary spatial domain, considered as source, to a target domain. The two domains
are linked through the corresponding symmetry transform. The derived mapping con-
stitutes a generalization of the Bloch and parity theorems for arbitrary finite systems
which can be aperiodic or non-inversion symmetric. The obtained invariant currents
are identified as remnants of the respective global symmetry, providing a systematic ap-
proach to the breaking of discrete global symmetries. The proposed method addresses
successfully any combination of translation and inversion symmetry and can be applied
to the study of wave propagation in aperiodic and quasi-periodic media. The fact it
lies on very general symmetry arguments, combined with the Helmholtz-Schrodinger
isomorphism, provide a unified framework which can be applied to the quantum op-
tical and acoustic systems, notwithstanding their essential differences. Focusing on the
parity transformation when applied to finite mirror symmetric domains, we introduce
the concept of local parity (LP) and the corresponding operator. We consider non-
symmetric, aperiodic scattering set-ups which can be completely decomposed in space
domains where the LP symmetry is satisfied and reveal its impact on their transport
properties and particularly on perfect transmission resonances (PTRs). With emphasis
on the PTR manifestation and by employing the aforementioned invariant currents, we
propose a classification of PTRs, based on their geometric representation on the complex
plane. This classification lifts certain overlaps of alternative approaches in the existing
literature and provides an unambiguous distinction between resonances based on fun-
damental, local symmetry principles. Finally we develop a construction principle which
utilizes the simultaneous existence of different LP symmetry scales in the same set-up
for the design of aperiodic wave mechanical devices with prescribed PTR properties.
The implementation of this construction principle on quantum, photonic and acoustic
systems, reveals its applicability in diverse systems.
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INTRODUCTION

Symmetry and Physics

Symmetry can be perceived in a twofold manner. The first is abstract and related to
the beauty and the harmony of an object [{]. In this sense, the notion of symmetry
can be traced back in Classical Greece where, apart from describing the geometrical
regularities of an object, it generally denoted the aesthetic quality of an entity. Moreover,
its dominance in art and nature influenced the evolution of Philosophy, with symmetry
principles being embodied in the philosophical currents of Pythagoras, Aristotle and
Leucippus.

The second way to realize symmetry is from a rigorous, mathematical viewpoint.
Any transformation on the coordinates of a system caused by e.g. a rotation, a reflection
or a translation, leads to a change in the system. If, however, a property of the system
remains invariant, then this constitutes a symmetry. Such a transformation can be either
active when the change occurs on the system or passive when the system remains fixed
and the change occurs on the reference frame.

The ubiquitous presence of symmetries in nature reveals their important role in
physical sciences. Physics are dominated by symmetry principles which are either
obvious as in the geometric description of an object or hidden in the physical laws.
Newton’s laws and Maxwell equations incorporate symmetry principles as the Galilean
and Lorentz invariance, respectively. However, the emerging conservation laws were
attributed to the corresponding dynamical laws overlooking their underlying symme-
tries [2]. It was Einstein’s perspective which brought symmetry to the foreground,
with the identification of Lorentz invariance as a means to determine the transforma-
tion properties of the electromagnetic field and subsequently dictate the form of the
Maxwell equations.

A straightforward way to realize the power of symmetry in the physical laws is the
ability to perform experiments at different times and at different places which yield the
same results. This trivial consequence emerges from the invariance of physical laws
under space and time translations. It becomes clear that in the absence of symmetry the
discovery of physical laws would not be feasible. In fact, without the symmetry induced
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regularities the notion of “law” would not make sense.

In modern Physics symmetry is prominently displayed. It has been realized that
symmetry principles not only reduce the extent of information which are required
for the description of a system but also dictate the form of the physical laws. Under
this prism, the endeavour to extend the frontiers of our knowledge about nature is
significantly based on the discovery of higher symmetry principles.

Types of symmetry

In Physics several types of symmetry are met. In general, a symmetry transformation
can act either on the coordinates of a system, affecting accordingly the involved fields
or directly to the fields without transforming the coordinates.

Symmetry transformations of the first kind, namely space-time symmetries, affect the
spatiotemporal coordinates of the system. The spatial transformations, described by
the SO(3) group, belong to this category. In relativistic theories, space-time symmetry
transforms include Lorentz boosts and spatial rotations, constituting Lorentz invariance.
If spatiotemporal translations are also taken into consideration, then the Poincaré group
is formed. The latter is of great significance is Physics since it preserves distances in
Minkowski spacetime. It is also non-compact in the sense that the endpoints of the
relevant parameters are not included in the range of values that they can actually
take [3]. Particularly, the velocity of a particle with mass m # 0 can never reach the
endpoint of light speed c.

The aforementioned space-time symmetry transformations are valid under any in-
finitesimal change of a relevant parameter e.g. the change df in the angle of a spatial
rotation. Therefore, we refer to them as continuous symmetries, described mathematically
by Lie groups.

On the other hand, if the space-time coordinates of the system change in a non-
continuous manner, then the symmetry is discrete and it is described by a finite group.
Parity, which inverts all spatial components of the position vector (¥ — —7):

P (t,7) = (t,—7)

and time-reversal
T: (tafj — (—tﬂ?)

are both discrete space-time symmetries.

Following our initial distinction, we now turn to internal symmetries, where the
respective transformations act on the fields of the theory, in a certain way, transforming
them in an abstract space, without referring to their spatiotemporal dependence. Internal
symmetries, in turn, can be classified as global or local. The action of the former on
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the corresponding fields does not depend on space-time coordinates. For instance, a
transform described by
P =P,

where « is space independent is considered to be global.
On the contrary, the effect of local symmetry transformations on the corresponding
fields, vary in each space-time point. Thus, in a local transform of the form

o — eia(a:)q)’

the parameter a(x) is depends on the point of space-time. Local symmetries and par-
ticularly gauge invariance possess a fundamental role in Physics, as we shall see in the
following paragraphs.

Symmetry in classical Physics

Let us consider a classical system described by the generalized coordinates ¢(t), ¢(t).
The influence of symmetries in such systems can be studied using Hamilton’s action
principle which states that:

A particle which starts its motion from A at time ta and arrives at B at tp, follows the path
which renders the action stationary.

The action is a functional of the path ¢(¢) and is defined as

Sla(t)) = / " Llg(t), d(t), fat 1

ta

where L is the Lagrangian. From the Hamilton’s principle stems that if the generalized
coordinates ¢(t) describe the motion of the particle then it holds that

Slq(t) +dq(t)] = Slq(t)] (2)

for any infinitesimal change dq(t) in ¢(¢) which leaves the starting and final value, at ¢4
and tpg, unaffected.

A symmetry of a system which can be described in the above manner exists when
there is a transformation of ¢(t) which leaves the action invariant. If the symmetry
transform is described by:

q(t) — Flg(t)], (3)

it follows that the equations of motion remain invariant under the symmetry operation
shown in Eq. (B). In other words, if the generalized coordinates render the action
stationary and F[q(¢)] is a symmetry operation, then F[q(t)] will also lead to a stationary
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action. This, in principle, can lead to new solutions which emerge from the considered
symmetry of the system.

Symmetry in Physics is also inextricably linked to the existing conservation laws.
From a continuous, global symmetry which acts in the same manner at every space
point and time, emerges a time invariant quantity. The relation between symmetry and
conservation laws was identified by Emmy Noether and was formulated in her famous
theorem. Thereby, the momentum and energy conservation stem from the symmetry
of laws of nature under spatial and time translational invariance, respectively, as well
as, charge is conserved due to the invariance under phase transformations in the wave
function of charged particles.

To be more concrete, Noether’s theorem states that if the Lagrangian L(p,dp, z*)
is invariant under continuous transformations with N parameters w; (i = 1,2, ..., N),
so that for the action S holds 65 = 0, then there exist IV conserved currents Ji“ . The
conservation is expressed as d,J!" = 0. The corresponding transformation affects the
coordinates as:

zt — () = F(zH) (4)
and the fields o, (z) (where we use for notational simplicity z for x*)f as:
a(r) = @o(2') = F(palx)). (5)

For an infinitesimal change we can write
(z") = 2t + st = 2P + X (2)dw’ (6)
and ,
o () = @a(®) + 00a(2) = Pa(®) + Vo, (2, )0, @)
where we have analysed z* to the directions of the parameters dw’ of the transforma-

tion. If under the above transformation it holds for the action that §S = 0 then it can
be proved (using also the equations of motion) that the current J! is given by:

oL
JE ==X+ ——— (U, — Oppa X! (€©))
I(Oupa) ( )
As an example, we consider the classical Lagrangian of a free particle, given by
1

and the external symmetry, expressed by the following transformations for the fields
and the coordinates, respectively:

r — 7 =z4dw (10)
t — t'=t, (10
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where obviously ¥ =1 and X = 0. Note that here holds the correspondence
(t) = (). (12)

Therefore, 2 corresponds to the field and ¢ to the coordinates. Then Eq. (§) yields for
the current:

Jza—ﬁ_:ma’c:Pm. (13)
o0z
Then, J# = (Jo,J) and
Ay J" = dpJ° = VJ (14)
According to the theorem of Noether,
9T =0 (15)

which expresses the momentum conservation

P,

T 0. 16)

Noether’s theorem however restricts the existence of conserved quantities to con-
tinuous symmetries, since it requires the continuous variation of parameters so that
an infinitesimally close approach to the identity transformation is feasible. In the next
chapters we will study the breaking of global discrete symmetries so that they pertain
in local spatial domains. We will show that under broken inversion and translation
symmetries, a class of spatially invariant non-local currents emerges as remnants of the
corresponding global symmetries.

Symmetry in quantum Physics

When we enter the realm of quantum mechanics, symmetry principles appear even
more empowered, revealing new kinds of symmetry and allowing for the construction
of new states.

A striking example of the former, is the symmetry which stems from the exchange
of identical particles and leads to their classification to fermions and bosons, according
to their statistical description. Indeed, if we introduce the exchange operator P and a
two-particle wave function ¥(x,z2), then the act of P on U(z1,x2) has the following
possible outcomes:

A

PY(z1,x2) = V(xg,71),  bosons

~

PY(z1,22) = —V(x2,21), fermions
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since for P holds that P2 = 1. Thus, for bosons, the wave function remains invariant
under the permutation of two particles whether for fermions the wave function changes
sign and is described by the Slater determinant.

In classical mechanics a symmetry transformation ¢ — F|[¢| can be used to construct
new allowed states of a system. Respectively, this also holds in quantum mechanics. A
state |¥) which is be described by a vector in Hilbert space can be transformed by a
linear operator F' which acts on |¥) and transforms it to a new |¥’). Up to this point
there is an equivalence between classical and quantum mechanics. It is the combination
of the superposition principle with the corresponding symmetry transformations which
allows the emergence of new states, which classically would not emerge. If the operator
F corresponds to the symmetry transformation F the state F |W) is also allowed as the
state | ). Contrary to the classical case, we can now superimpose states |¥) and F|¥) so
that we construct a new -only quantum mechanically allowed- state |U) = |¥) + F|¥).

The existence of symmetry in quantum mechanical systems, combined with the
superposition principle, is tightly related to the emergence of degeneracies in their
energy spectra. Let |¥) be an eigenstate of the Hamiltonian so that

H|W,) = en|T,). (17)

If Of is the operator which performs a symmetry transformation I, then the trans-
formed state Or|V,,) is also an eigenstate of the Hamiltonian with the same energy:

H (Oan)) — OpH|W,) = Open|W,) = en (OF|x1/n>) . (18)

However, the states |¥,, and Op|¥,,), in general, are not the same and since they share
the same energy eigenvalue ¢, the energy spectrum is degenerate (usually this is pos-
sible in higher dimensions). In this sense, the quantum mechanical possibility for new,
superimposed states which have emerged under a symmetry transform F' leads to de-
generacies in the energy spectrum. In general, the observation of degeneracies in the
spectrum, implies the existence of symmetries.

Finally, in relativistic quantum mechanics symmetry implications have also signif-
icant impact. In this case the analysis of the representations of the Poincare group
-which apart from the rotations and boosts of the Lorentz group also involves space-
time translations- yields another classification of the elementary particles, based on their
mass. Thereby, the irreducible representations of the Poincare group can be classified
to (i) massive representations, which are labelled by a finite mass m # 0 and the spin
J and (ii) massless representations, where m = 0. This outcome which emerges from a
group theoretic argumentation reveals a fundamental difference between massive and
massless particles.
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Local internal symmetries and gauge invariance

A global symmetry affects the system in the same manner everywhere. For example,
a (global) rotation rotates the whole set-up, involving the laboratory and the observer.
Thus, all observations will remain invariant. On the other hand, as it has been men-
tioned, local symmetries induce a different symmetry transformation at each space-time
point.

Gauge symmetries are local, continuous symmetries which depend on space and
time. Gauge symmetries may act on internal degrees of freedom, belonging to the class
of internal symmetries, or on space-time, belonging to symmetries of coordinate invari-
ance. Gauge invariance first appeared in electromagnetism where it was discovered that
Maxwell’s equations could be simplified by adding a four-vector potential A, = (®, A)
where @ is a scalar potential and Aa vector, so that the electric and magnetic fields, E
and B, could be expressed in terms of A,. However, this vector potential is not unique
since under a gauge transformation:

Ay(z) = Ay(z) + 0,0(x), (19)

the fields E and B remain unaffected. If we consider the Lagrangian density of the
electromagnetic field:

1
L= FuF" (20)

we can see that it is invariant under the gauge transform in Eq. (19), for any function
0(x).

Even though gauge symmetries were considered to be artificial, in the last 40 years
there has been a radical change in this point of view, upgrading their role in Physics.
In the first place, it has been understood that the vector potential which is used to the
Maxwell’s equations may have direct consequences which can be observed, contrary
to the long-standing belief of being artificial. Namely, in the Bohm-Aharonov effect an
electrically charged particle moving in a region where the electromagnetic field is ex-
cluded, it is affected by the corresponding vector potential, which is non-vanishing due
to the geometry of the set-up. The Bohm-Aharonov effect demonstrates in a straight-
forward way that the electromagnetic vector potential is an existing and fundamental
quantity in quantum mechanics.

The first example of gauge invariance was introduced in the formulation of the
general relativity, where the space-time symmetry under local changes of coordinates
led Einstein to the description of gravitation. Gauge theories also provide the framework
to develop a theory for the electromagnetic, weak and strong interactions which, in
turn, establishes the standard model. Gauge invariance also dictates the emergence of
mediating gauge bosons which are massless particles with spin 1 and are the carriers
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of the fundamental interactions in nature. Hence, the significance of gauge symmetries
is revealed, in the sense that their existence comes prior of the system’s dynamics.
In the standard model the relevant gauge symmetry is the SU(3) x SU(2) x U(1).
This symmetry implies the existence of one massless particle, namely the photon, from
the U(1) symmetry of the electromagnetic field and three massive gauge bosons, W=
and Z, from the spontaneous symmetry breaking of the SU(2) symmetry of the weak
interactions. Also 8 massless gluons emerge as carriers of the strong interaction and
stem from the SU(3) symmetry.

Symmetry breaking

Even though symmetry possesses such a significant role in Physics, it is not always
evident. In most cases, particularly when one searches for more profound types of
symmetry, their identification becomes a cumbersome task. This happens because in a
multitude of cases symmetry is broken. There are two kinds of symmetry breaking.
The first is explicit, appearing at the level of the action of the system. In this case
the physical laws are only approximately invariant under the corresponding symmetry
transformation. If the deviation from symmetry is small then it can be treated as a small
correction. The second is commonly referred as spontaneous symmetry breaking and is
met both in classical and quantum physics. The term “spontaneous” characterizes the
situation where the symmetry is not explicitly broken from the existence of asymmetric
contributions to the Lagrangian, but it breaks due to the non-invariance of the ground
state. Therefore, for invariant Lagrangians under a symmetry operation, there exist non-
invariant solutions which emerge spontaneously, without any term to break explicitly the
symmetry. When a suitable tuning parameter reaches a critical value, then the symmetric
ground state is no longer stable under small fluctuations and breaks to new, degenerate
ground states which are no longer symmetric. The whole set of the asymmetric solutions
maintains the symmetry of the theory.

Spontaneous symmetry breaking, rigorously can occur only in systems with infinite
degrees of freedom. In a quantum mechanical system with finite degrees of freedom
spontaneous symmetry breaking is not feasible, as the superposition principle of all
possible states combined with the tunnelling possibility leads to an always symmetric
ground state. However, in systems with infinite degrees of freedom, where the volume
is infinite, all degenerate ground states are inaccessible to each other, since tunnelling
cannot occur.

The concept of spontaneous symmetry breaking is widespread in condensed matter
physics and particularly in systems which undergo a continuous, thermal phase transi-
tion, from a high to a low symmetry phase. A typical example of such a phase transition
is exhibited in ferromagnets. There the tuning of temperature drives the system from



INTRODUCTION 9

the rotationally invariant high temperature, zero mean magnetization ((M) = 0) state to
the low temperature, (M) # 0 state. The symmetry breaking occurs at a specific, critical
temperature 7. and then the system undergoes a second order phase transition. The
magnetization in this case in the order parameter of the system, namely a quantity being
zero in the symmetric state and non-zero in the non-symmetric state. By increasing the
temperature, the rotational symmetry can be restored.

It is believed that a similar procedure describes the symmetries of the fundamental
interactions in nature. As the universe cooled down, they were broken, undergoing
phase transitions. In very high temperatures, reaching those existing in the first moments
of the universe, these symmetries are likely to be restored.

Other examples of symmetry breaking are met in superconductors where the relevant
symmetry which breaks is the phase invariance of the charged particles or even the
formation of crystals which results from the broken translational symmetry.

A viewpoint on a different symmetry case

In real physical systems global symmetry constitutes an idealized scenario, usually met
in models, approximative schemes or structurally simple isolated systems. On the other
hand, local gauge symmetries underlie the emergence of fundamental interactions and
accurately describe particle physics.

Between these two symmetry classes, one acting in every point of space (or space-
time) and the other acting in a single point, another category can be defined, where
symmetry is fulfilled in localized domains of finite extent. Physical systems possessing
the latter dominate in several length scales (e.g. nm, um) and usually emerge due to the
physical mechanism of a global symmetry breaking. The symmetry breaking, in turn,
gives rise to new symmetries which manifest in the extensively diverse structures which
are met in nature [4].

Spatially localized discrete symmetries can be intrinsic in complex systems like large
molecules [5—7], in quasi-crystals [8—11] or disordered matter [12]. On the other hand
they can be present by design in multilayered photonic devices [13-18], in quantum
semiconductor superlattices [19] and acoustic waveguides [20]. Technological advances
often require the global breaking of discrete symmetries in order to exploit structures
suitable for applications.

Although systems which belong to these classes have been thoroughly studied,
mainly spatial symmetries acting on the total extent of the device have been addressed.
On a local level, structural features which affect spectral and localization properties has
been carried out [61], for instance in hybrid systems which are comprised of domains
each one with different quasi-periodic structure. However, little attention has been paid
to the impact of explicit local symmetries, although they are obviously present. There-
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fore, when the respective symmetry scales of a system do not allow their treatment in
a global manner, nor the mean [22,23] description is valid -as it would be the case in
disordered media- then, obviously, a new point of view needs to be introduced.

Here we take a step towards this direction, by introducing a systematic approach to
the breaking of global, discrete symmetries in one-dimensional systems, namely trans-
lation and inversion.

In Chapter [| we summarize the basic properties of wave propagation in periodic,
finite periodic and quasi-periodic one-dimensional systems. Starting from the electronic
case, we describe the quantum propagation in crystals, using the Kronic-Penney model.
Next, based on the same model, we refer to the photonic crystal concept. We turn then
to the description of systems which retain periodicity, although they are finite. Thus, the
global translational symmetry is broken, pertained though in the extent of the system.
We close this chapter with an overview of aperiodic structures with emphasis on fractal
and quasi-periodic geometries.

In Chapter [ we address set-ups where the broken global symmetry is retained
locally, in arbitrary spatial domains, aiming to describe the wave mechanical properties
of aperiodic and quasi-periodic systems. We find a class of symmetry induced, space
invariant, non-local currents, which can be considered to be remnants of the broken
global symmetry. These currents, in turn, provide a mapping of the wave function
between two symmetry-related domains (source and target domain respectively). This
constitutes a generalization of the Bloch and parity theorems for finite systems and in
the generic case, non-symmetric, aperiodic systems.

Chapter |3 begins with an overview of scattering theory focused on the transfer and
the scattering matrices methods. Utilizing the symmetry-induced invariant currents from
Chapter [ we develop an alternative approach to the transfer matrix method.

The proposed method addresses successfully any combination of translation and in-
version symmetry and can be applied to the study of wave propagation in aperiodic and
quasi-periodic media. The fact it lies on very general symmetry arguments, combined
with the Helmholtz-Schrédinger isomorphism, provide a unified framework which can
be applied to the quantum optical and acoustic systems, notwithstanding their essen-
tial differences. In Chapter | we focus on the parity transformation when applied to
finite mirror symmetric domains, we introduce the concept of local parity (LP) and the
corresponding operator.

In Chapter f| We consider non-symmetric, aperiodic scattering set-ups which can
be completely decomposed in space domains where the LP symmetry is satisfied and
reveal the its impact on their transport properties and particularly on perfect transmis-
sion resonances (PTRs). With emphasis on the PTR manifestation and by employing the
aforementioned invariant currents, we propose a classification of PTRs, based on their
geometric representation on the complex plane. This classification lifts certain over-
laps of alternative approaches in the existing literature and provides an unambiguous
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distinction between resonances based on fundamental, local symmetry principles.

Finally, in Chapter [§ we develop a construction principle which utilizes the simul-
taneous existence of different LP symmetry scales in the same set-up for the design of
aperiodic wave mechanical devices with prescribed PTR properties. The implementation
of this construction principle on quantum, photonic and acoustic systems, reveals its
applicability in diverse systems.
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CHAPTER 1

PERIODIC AND QUASI-PERIODIC 1-D SYSTEMS

1.1 Introduction

In this Chapter we will investigate how the wave transport is affected by the geom-
etry of the set-up’s underlying structure. Particularly, we will focus on three classes
of systems: periodic, random and quasi-periodic. Periodic systems are well understood
and give rise to interference phenomena which accurately describe the basic properties
of solids. On the other hand, random systems with no regularities even though seem
intractable by not following any geometry rule, have well-defined propagation prop-
erties due to methods of random scattering. Between these two extremes lie the class
of aperiodic structures which are constructed in a deterministic manner and involve
definite geometrical regularities. Such fractal and quasi-periodic media yield a complex
and rich behaviour, regarding the wave interference properties.

The analysis begins with the study of waves in one-dimensional periodic media. The
periodicity, as we shall see, leads to the emergence of Bloch waves and band structure.
Particularly we will refer to the quantum mechanical and optical versions of a periodic
system, describing the electronic behaviour of the a solid and the concept of the photonic
crystal, respectively, even though the procedure can be extended to involve mechanical,
acoustic or even oceanographic [24]] waves. In order to treat in conjunction wave systems
in periodic media, we will describe the Kronig-Penney model [25], adopting a generalized
notation,. The more realistic case of locally periodic systems i.e. systems possessing
periodicity without extending to infinity, will be considered afterwards and next a brief
reference will be made to the concept of 1-D systems with randomness and to their
basic properties. Finally, an overview of quasi-periodic systems will be presented as the
intermediate state for the transition from periodicity to randomness.

13
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1.2 Waves in infinite periodic media

In this section, we will make an overview on the effect of periodicity in an infinite
array of scatterers. In an arbitrary finite system, scattering states are characterized by
a continuous spectrum, while the spectrum becomes discrete when we refer to bound
states. The former, in the classical wave motion, corresponds to travelling waves and
the latter to standing waves. However, for an infinite system with scatterers, placed
periodically, the propagating waves become Bloch waves and band structure occurs.
In this sense, the propagating wave modes are concentrated to continuous frequency
(energy) bands separated by gaps denoting frequencies (energies) which are forbidden
to propagate.

1.2.1 Quantum mechanical periodic potential

The electron theory in solids is based on the assumption that the ions are placed in
a perfectly periodic manner on the lattice sites of a Bravais lattice, depending on the
geometry of the material. Even though this problem is, in general, a many body prob-
lem, involving both electron-ion and electron-electron interactions, we can confront it
qualitatively as a single electron problem, by treating each ion as an individual atomic
potential [26]. The following analysis refers to 1-D systems, nevertheless the general-
ization to 3-D is straightforward. We begin by considering the Schrédinger equation:

h? d?

- %%\P(az) +V(2)¥(z) =c¥(x) (1.1
or )

d 2

TU(@) + S5 [ V(@) ¥(a) = 0 (1.2)
with

2m 1/2
kom = <h2 [e — V(x)}) = 0. (1.3)

The translational symmetry of the potential is expressed via the relation:
V(z) =V(x +nL) (1.4)

with n € Z and L being the lattice constant. The translational invariance of the system
suggests that the substitution x — = + L leads to the translated wave function ¥ (z + L),
which accordingly satisfies the same Schrodigner equation:

2

d 2
%\I/(x+L)+h—?[E—V(x)]\If(w+L) —0. (1.5)
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This means that U(x) either it is exactly periodic so that ¥(z) = ¥U(x + L), or it differs
from a periodic function u(x) by a phase. The latter case, expresses essentially the
Floquet theorem [27], which was derived in 1883 by G. Floquet. In solid state physics
often we refer to it as Bloch [28] theorem, even though the Bloch theorem consists the
generalization to three-dimensions. Mathematically, the Floquet theorem reads:

U(z) = e*up(x) ; up(z) = up(z + L). (1.6)

This kind of solutions, namely Bloch waves, have the form of plane waves with amplitude
which is modulated by the periodicity of V(z). In the limiting case of zero potential,
U(x) becomes a regular plane wave in accordance to free propagation. The & index in
ug(x) refers to the fact that its value depends to the corresponding wave number.

The Bloch wave of Eq. (.6), apart from the real space periodicity, it also implies
the periodicity of the wave number £ in the reciprocal space. Indeed, the substitutions:

T —x+ L

2w
k—k+ —

lead to the original wave ¥(z). Thereby, the translational symmetry induces also the
property that, wave-numbers which differ by an integer number times the reciprocal
lattice constant 27/ L, are equivalent. Each set of equivalent wave-number k constitute a
Brillouin zone. Since the Brillouin zone is defined in the reciprocal space, its boundaries

are positioned at:
™

kn = noon= +1,£2, ... 1.7
The form of Eq. (.7) induces discontinuities in the dispersion relation E(k), indicating
the energy regions where wave propagations is allowed (bands) and those where no
wave propagation is allowed (gaps). This behaviour can be assigned to the formation
of standing waves due to multiple reflections from the periodic structure.

The wave number which characterizes Bloch electrons that move in a periodic poten-
tial is not proportional to the momentum as in the case of the free electron propagation.
This occurs due to the space non-homogeneity, since the presence of the periodic po-
tential causes that the Hamiltonian eigenstates are not simultaneous eigenstates of the
momentum operator. However, the quantity ik, to which we refer to as quasi or crystal
momentum, can be regarded as the momentum extension in the case of the translational
invariance of a periodic system. Thereby, £ is the corresponding quantum number for
the periodic translational invariance, whereas p corresponds to the full translational
invariance of the free space. In other words crystal momentum in conserved in “steps”
of 27h/L.
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FIGURE 1.1: Schematic of a one-dimensional photonic crystal. Even though each slab
is three-dimensional, the dielectric function e(z) varies only in the z-direction, where
also the light propagation occurs. In the y — z-plane each slab is homogeneous.

1.2.2 Periodic dielectric array - The photonic crystal

The photonic crystal [29] is a periodic structure analogous to the periodic potential in
the quantum mechanical case. Particularly, a photonic crystal is an inhomogeneous
medium, with periodically alternating refraction index, while the periodic change may
occur in one, two or three dimensions [, @]. In fact, the 1-D photonic crystal is a
multilayer film which acts as a Bragg mirror for a particular range of frequencies. This
idea originates back to 1917 when Lord Rayleigh [32,83] published a relevant study on
the optical properties of a periodically layered, dielectric medium. The similarity to the
quantum mechanical electron propagation in a periodic potential, leads to a multitude of
common features, as propagation of Bloch waves instead of plane waves, the existence
of Brillouin zones and the emergence of band structure and photonic band gaps. A
schematic of a photonic crystal is shown in Fig. H The dielectric function e(x) = n?(x)
changes periodically in the z-direction. In the y — z-plane each slab is homogeneous.
However, in our analysis we will consider purely 1-D propagation in the z-direction
and we will ignore the other two.

The main properties of the 1-D photonic crystal can be derived by considering the
wave equation for the electric field E(x,t):

C
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with
E(z,t) = E(z)e™". (1.9

After the substitution of Eq. (.9 into Eq. (1.§) and by considering only the spatial
part which is satisfied by E(z), we are led to the Helmholtz equation for the electric

field: )

d? n(x)w

B + ( ; ) =0, (1.10)
where the refraction index n(x) is related to the dielectric function €(z) as n(z) = \/e(z).

Taking the translated, by the lattice constant c, electric field and following a procedure
similar to the quantum mechanical case of the periodic potential, we arrive at the Bloch
form of the electric field:

E(x) = & (z)e® (1.11)

where & (z) = E(x + L) is the periodic function which modulates the field and % is the
Bloch wave number. The band structure also emerges in the photonic crystal case, as a
consequence of the equivalence of states which differ by a wave number value

P
kn=k+%n, n—=+1,42 .. (1.12)

The periodicity of the medium is strongly reflected in its dispersion relation w(k).
For an electromagnetic wave propagating in the vacuum the dispersion is

w = ck, (1.13)
while for a continuum medium with refraction index n, becomes:

w= —k, (1.14)
n
which implies propagation with decreased velocity. In these cases the E-M wave modes
lie on the light line. The periodicity of the refraction index, however affects more radically
the dispersion relation in a 1-D multilayer. The periodicity of the wave number in
the reciprocal space, expressed in Eq. (.12), implies the occurrence of breaks in the
dispersion whenever the wave number satisfies the condition

kn:n%, n=-+1,+2, ... (1.15)
Similarly to the electron motion in a periodic potential, this property leads to the Bril-

louin zones. At the boundaries of the Brillouin zone we have the formation of standing
waves, which in turn yield the photonic band gap.
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1.2.3 A generalized Kronig-Penney model

The periodicity and concurrent symmetry arguments gives the general picture for the
band and gap formation, independently of the exact form of the potential. The Kronig-
Penney model [25] provides the simplest quantitative description of a 1-D periodic po-
tential, by considering piece-wise constant i.e. rectangular barriers, where the solutions
are plane waves. Despite its simplicity it has proved very successful for the description
of the electron properties in solids. The implementation of several variations on the ba-
sic concept renders the Kronig-Penney model a powerful tool with wide applicability.
Thereby, apart from being textbook material, it is also used in research for the study
of graphene [34-36], semiconductor superlattices [37], disordered systems [38,39] and
relativistic electron propagation [4(0]. Along with the electronic properties of solids,
the Kronig-Penney model can be employed for the theoretical study the properties of
light in periodically ordered photonic multi-layered materials, i.e. a photonic crystal.
Finally, in periodically layered acoustic waveguides [41,42] the Kronig-Penney model
is employed for the study of the sound behaviour and the corresponding band and
gap structure. Based on the its interdisciplinary nature, we will formulate a generalized
Kronig-Penney model, applicable both to all the preceding and also to physically similar
cases.

We consider an infinite array of periodically positioned stepwise potential units. In
Fig. we show a schematic of a rectangular barrier periodic array and the photonic
crystal equivalent, comprised of dielectric slabs, each one with constant refraction index.
The constancy of the potential unit (barrier or dielectric slab), implies that, within it,
the corresponding field is a plane wave. Indeed, from the Helmholtz equation

d2
%.A(x) +rkA(z) =0 (1.16)

we find that the solutions are of the form
Aj(z) = Are™® 4 Bre 1%, (1.17)
when the wave is into the barrier area or into the corresponding slab (I), and
Arr(z) = Appe™IT 4 Brre T, (1.18)
when the wave is in the zero potential area or slab (II) area. The fact that the propagation

occurs into a periodic structure, entails however that the waves behave as Bloch, instead
of plane waves. Thereby, they can be written as:

A;(z) = ¢t (Ale“”f—q)w n Bfe—“*’ﬂﬂ)ﬂﬁ) : (1.19)
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FIGURE 1.2: a) A periodic array of rectangular barriers. This configuration consti-
tutes the basic Kronig-Penney model. Between two barriers, a potential free region
intervenes. b) Periodic arrangement of slabs with alternating refraction index. Note that
here, regions equivalent to those with zero potential do not exist.

where the “wave-number” ¢ determines the crystal momentum and specifies the Bloch
phase. Then the term:

ur(z) = Apeltri—ae 4 ge—ilkita)s (1.20)

is a periodic function as stated by the Bloch theorem. Accordingly, we find that for the
region (II) it holds that: ‘
Arr(z) = eup (), (1.21)

where ' '
urp(z) = Ape'F11=9% 4 BT, (1.22)

Both the functions A(z) and their derivatives should obey the continuity condition in
boundaries of each barrier (or slab). For simplicity reasons we implement them at z = 0,
so that it holds:

A7) = A(0T) (1.23)

and

A(07) = A'(07). (1.24)
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Moreover, the periodicity imposes two extra conditions for u(z) and '(x):
u(=b) = u(a —b) (1.25)

and
W' (=b) = u'(a — b). (1.26)

The above conditions yield the following matrix equation:

1 1 -1 -1 A; 0
KT —KJ —KRIT RIT Bj B 0
cilrg—a)(a—b) e—ilng+a)(a—b) Ce—ilrrr—a)b _ il +a)b A 1=1 o

(k1 — q)etrr—a(a=b) (o 4 geilerta)la=b) (g yel(mrr=—Db (g _ b)(ky + q)et(FITTD Byr 0
(1.27)

This is a homogeneous system and for a non-trivial solution the determinant of the
matrix must be zero. This finally yields the Kronig-Penney equation which reads:

2 2
KT+ K71

ST sin(ky7B) sin[kr(a — b)]. (1.28)

cos(qa) = cos(krrb) cos[rr(a — b)] —
This result has a significant consequence. The left side of Eq () is always bounded
by the values +1. As a result, there are restrictions imposed on the possible values of
k1, K11 SO that the right hand side of Eq () lies between +1. When this term exceeds
unity then Eq ([.28) is not fulfilled and r;, ;7 correspond to forbidden energies.
It should be mentioned here, that it is remarkable how this very simple model of a
1-D periodic crystal, predicts and describes quantitatively the concept of band structure.
This is one of the model’s great successes.

1.3 Waves in locally periodic media

In the previous section we focused on the behaviour of waves in fully periodic media,
exhibiting the feature of band and gap structure. Now we turn to the more realistic
situation of a medium comprised of scatterers positioned periodically, within a finite
spatial extent. Particularly, in such systems the unit cell of the corresponding infinite
system, is repeated N times in an equidistant manner. Their finite size renders the
handling of these systems more cumbersome, in comparison to their infinite counterparts
and this difficulty stems from the inapplicability of Bloch’s theorem. Nevertheless, the
problem is tractable and there exists an analytical solution for arbitrary number N of
scatterers [24,43]. In this analysis, which is presented in detail in Ref. [24], one considers
the plane wave propagation only from a single scatterer (unit cell) of the periodic
structure and writes the corresponding transfer matrix M. Due to the multiplicativity
of M (as we will see in detail in Chapter ) and the periodicity of the potential, the
transfer matrix for the whole array can be expressed as the N*" power of M (M™N).

|
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With the use of the Caley-Hamilton theorem, which states that any matrix satisfies its
own characteristic equation, we finally find that the transmission probability for a finite
periodic system, comprised of N cells, is given by:
B 1

L+ [|2Un-1(€))

Tn (1.29)

where z is a transfer matrix element, Uy () is the N — th, second order Chebychev
polynomial [44] and cos™!(€) is the Bloch phase of the respective infinite system [24,43].
In this point it should be noted that the transmission calculation involves |z|, thereby
it presupposes the knowledge of the transfer matrix of the single cell.

The preceding analysis yields [24] that the cosine of the Bloch phase & (¢ =
cos@Bloch) is related to the wave number of the incident wave and general characteristics
of the potential via the relation:

¢ = Re(w) cos(ka) + Im(w) sin(ka), (1.30)

where k£ is the wave number of the incident wave, a is the distance between each cell and
w a transfer matrix element of the single cell, carrying information for the geometric
characteristics of the cell. A detailed analysis for the transfer matrix is presented in
Chapter §

As an example we will examine how Eq. ([1.30)) becomes for the case of finite periodic
array consisted of rectangular barriers. The transfer matrix of a rectangular barrier of
width b and strength V' has the form:

(cos(/{’b) — it sin(m’b)) eirb i5=5 sin(k'D)
, , | (1.31)
—i 5 sin(K'b) (COS(KJ/b) — it Sil’l(/f/b)) e~ inb
with
2 -V 2
I{,:m(ha) ;K= 7:16 (1.32)
and ¢ the incident energy. Thus, Eq. (.30) becomes:
, k+E
¢ = cos(k'b) cos[r(a — b)] — 5. sin(x'b) sin[x(a — b)]. (1.33)

The comparison with Eq. (1.28) interestingly shows that the equations for the infinite
and the finite systems have the same form. This suggests that the transmission behaviour
of the finite system is determined by the Bloch phase of its infinite counterpart. The
cosine of ¢Ypioch, € has an important role on the determination of the transmission
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FIGURE 1.3: Transmission spectrum for a periodic rectangular barrier array, involving
N =5, 20, 50, 100 barriers. The characteristics of each barrier: width b = 1 and strength
V = 6. The inter-barrier distance is a = 2.

properties of the finite periodic system. If we consider a periodic array of N barriers and
impose periodic boundary conditions then we effectively create band structure properties
even if it is not infinite. The more barriers we have, the denser each band will become.
The level in each band are determined according to the number N of barriers and
specifically each band involves N — 1 levels. This emerges from the form of { which
due to boundary conditions becomes

& = cos (Nni 1> , n=1,2,...,N. (1.34)

It is obvious that as N increases and tends to infinity, the more perfect transmission
resonances appear in a certain energy extent of the transmission spectrum followed by
energy regions of low transmission which accordingly become deeper. Clearly, these are
precursors of the band structure which appears in the infinite, fully periodic system.
Figure illustrates the evolution towards the band structure formation for a locally
periodic rectangular barrier array, for N = 10, 20, 50, 100 rectangular barriers. It
is worth mentioning that the band formation becomes evident even for a very small
number of barriers i.e. N = 10.
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1.4 Waves in disordered media

As we have seen, the properties of propagating waves in periodic media are well under-
stood, both in the case of the theoretical infinite model and when the more realistic case
of finite periodicity is regarded. Our understanding and the mathematical description
are significantly hindered when the translational invariance breaks and also in a random
manner. Consider, for instance, a system with randomly distributed static scatterers, i.e.
a conductor with a certain concentration of impurities. A single particle, which moves
in such a medium, undergoes multiple scattering processes and this, in turn, lead to
the phenomena as the Anderson localization (strong localization) [45,46] and coherent
back-scattering [47] (weak localization). Analogous phenomena, in appropriate systems,
can be met in light wave scattering [48-51], even though the experimental realization
in significantly more cumbersome [52]. In quantum systems the disorder-induced lo-
calization is followed by a phase transition, from the conducting phase to the insulating
phase, usually referred to as metal-insulator transition [53].

Anderson localization describes the physical process that a single particle wave func-
tion will be spatially localized, by a time-independent potential. In particular, P.W.
Anderson found that certain and sufficiently disordered random lattices, are character-
ized by the absence of electronic diffusion. On the other hand, coherent back scattering
emerges in quantum transport, when the conditions for strong localization are not met,
however they lie on the vicinity of its occurrence.

1.5 Waves in aperiodic and quasi-periodic media

The gap between perfect periodic crystals and amorphous media is covered by a large
class of systems with geometry which belongs to the general framework of aperiodic
order [54—60]. The theoretical study of such systems, i.e. systems with order but with-
out periodicity [61], has been increasingly developed, involving semiconductor het-
erostructures [62], photonic multilayers [63], acoustic waveguides [20] or even DNA
macromolecules [64] and extends from physical properties, such as transmission spec-
tra [65—67] to more mathematical concepts as tiling theory and crystallography [68.69].
The increased experimental and theoretical interest render the study of systems with
aperiodic order a dynamic and promising research field, especially concerning the design
of devices with new functionalities and increased control on their transport properties.
Therefore, in this section we will examine in what aspects such systems outmatch their
periodic and random counterparts. In other words, whether and how aperiodically
designed devices can be equipped with properties which impel their efficiency.

An aperiodically ordered structure is generated according to a deterministic rule.
This is usually a substitution rule, which acts on a set of building blocks A, B, ..., each
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one with long range order but without translational symmetry [70]. A single building
block is then replaced by a composite one, following the pattern dictated by a certain
rule, e.g. A — AB.

A possible way to classify aperiodically ordered systems is to separate them to
self-similar and non-self-similar patterns [61]. The former emerge from the application
of a substitution rule while the latter no. Furthermore, systems with self-similarity
can be split to those exhibiting long range quasi-periodic order like the Fibonacci and
those which don’t, including fractal Cantor, Rudin-Shapiro [71], Thue-Morse [72,/3] and
period doubling [74]. Materials with long range quasi-periodic order are known as quasi-
crystals the discovery of which [8,9] in 1984, prompted significantly solid state physics.
The reason for this boost was the surprising result from X-ray diffraction experiments
showing that quasi-crystals, even though lacking translational symmetry, can possess
X-ray diffraction patterns as sharp as those of periodic materials [8]. The reason for
this similarity has been attributed to their long-range order [9].

Another characteristic property of quasi-crystals is the existence of two different
kinds of order in two different length scales [61]. Particularly, order exists in the atomic
level, following periodic arrangement, but also there is long-range aperiodic order de-
termined by the apposition of the different layers. The flexibility in the manipulation
of the latter length scale, according to the substitution rule, may enhance or suppress
the emergence of physical properties which appear to a specific length scale, allowing
for new applications [{13].

The special geometric structure of systems with aperiodic order lead to theoretical
results of great interest and with promising experimental implementations. Due to the
Helmholtz-Schrodinger isomorphism [52] the theoretical treatment of quantum and
classical waves follows the same pattern. However, in the quantum mechanical case,
even though theory predicts the existence of special quantum states associated to the
reflection of the geometry to the transmission spectrum [[75-78], the experimental results
are hindered by electron-phonon and electron-electron interactions or lattice structural
defects [79-81]. Therefore, experimental application based is such geometries prove to
be more valid when implemented to systems which support classical wave propagation,
i.e. photonic quasi-crystals [55].

In the aforementioned examples of aperiodic order, the corresponding systems were
constructed with the use of some substitution rule which determined the spatial ar-
rangement of the different units i.e. potential barriers or dielectric slabs. However, it is
possible to modify, extend or even ignore the substitution sequences in order to design
systems with prescribed properties [82—84] or modulate the already existing properties
of a material. We refer to systems tailored this way as systems aperiodic by design [61].
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1.5.1 Fractal structures - Cantor filters

Aperiodic media with fractal structure [85,86] are basically characterized by the geomet-
rical self-similarity and their fractional dimensionality. A self-similar object is exactly
or approximately similar to a part of itself. When self-similarity is exact, so that at any
magnification of the object there is a smaller part similar to the whole, then the system
is scale invariant. Systems comprised of two different materials, organized in a fractal
manner are referred to as fractal filters [87-93]. A commonly used fractal structure for
the design of fractal filters is the Cantor set, which is generated by iteratively substi-
tuting the middle 1/3 portion from a linear segment into another linear segment [52].
Systems possessing Cantor structure have fractal dimensionality given by:

~ In[(G+1)/2]
N InG ’

where G is the generator of the corresponding Cantor set. For a triadic Cantor set with
G = 3, the dimensionality is D(3) = In2/In3. In a Cantor fractal filter, the transmission
spectrum of any given generation N > 2 of the substitution sequence which constructs it,
involves all the transmission spectra of the preceding generations, from m =1,...N —1.
In turn, the spectrum of all the embedded generations is suppressed by a factor GV ™.

Devices with design based on the Cantor substitution rule usually possess a global
parity symmetry axis. Such symmetrical filters exhibit splitting of the resonant trans-
mission peaks. The number of split resonances increase as the generation N increases,
in the same manner that the energy levels split in coupled quantum wells or as the
precursors of band structure begin to form in locally periodic media. In optical devices,
the emerging narrow transmission peaks result from the localization of light waves in
cavities which behave as defects to a periodic structure. For the triadic Cantor case, with
N = 2, we have ABA|BBB|ABA. In this symmetric structure the middle part BBB
has the role of the defect/cavity, while the parts ABA behave as mirrors.

D(G) (1.35)

1.5.2 Quasi-periodic structures - Fibonacci filters

Rigorously, a function is quasi-periodic if it can be expanded in a sum of periodic func-
tions with incommensurate periods [52]. The Fibonacci sequence offers a substitution
sequence to construct quasi-periodic devices in 1-D. The Fibonacci rule is based on the
regularities of the Fibonacci numbers Fl, which are dictated by the formula

Fy=Fn_o+Fny1 5 Fo=1, F1 =1. (1.36)

The limit of the ratio of two neighbouring terms in the Fibonacci sequence is the well
known golden mean:
Fy V5

-1
lim = = 0.6180339... (1.37)
N—o00 FN_1 2
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The Fibonacci quasi-crystal has been used in both in photonic [55] and in quan-
tum [94] systems and it can be constructed as follows: A and B are the generating
material units and form the first two generations. Each next generation is constructed
by the sum of the two previous terms:

A, B, AB, BAB, ABBAB, BABABBAB

and so on. Studies on the electron propagation in a piecewise constant potential array,
with barriers placed according to the Fibonacci sequence [95-97] revealed that the cor-
responding electron wave-function exhibited strong spatial fluctuations, deviating from
the concept both of Bloch waves and of localized states. We refer such wave-functions
as critical [52]. This peculiarity stems from the properties of the energy spectrum of
quasi-periodic potentials which is neither continuous nor discrete. The energy can take
an infinite number of discrete values forming a Cantor set, without developing however
to a continuous band. We refer to this kind of spectra as singular continuous [98].

The novel properties characterizing the quantum transport in quasi-periodic barrier
arrays, stimulated analogous studies for the propagation of classical waves in quasi-
periodic photonic media, which often proved to be an advantageous field with respect to
the experimental confirmation of the theoretical predictions. Indeed, as in their quantum
counterparts, classical waves, when propagate to quasi-periodic media, exhibit both
similar spectra and critical wave fields. Transmission spectra of photonic Fibonacci filters
do show scalability, as in the Cantor case, however these properties become apparent
in arrays produced from larger generations, that is when the array contain more layers
compared to the Cantor counterpart [52].

1.5.3 Structures with hybrid order

Aperiodically designed structures, as we have seen, yield increased possibilities to control
certain features of wave propagation and give rise to unique phenomena, absent in
periodic systems. The question which is posed here is whether one can exploit more
complex designs to manipulate propagation properties in a more efficient way. This
can be achieved with mixed structures which are composed of both quasi-periodic and
periodic components. Such systems with hybrid order [63], acquire new and easily
tunable properties. As an example consider the critical states found in quasi-periodic
set-ups and the Bloch states of media with perfect periodic order. A hybrid system
consisted of Fibonacci/periodic/Fibonacci materials, may demonstrate localized modes
in a selective manner [63,99]. This kind of flexibility in modulating the properties of a
device, is often requested in technological applications.

In Fibonacci quasi-periodic devices the transmission spectrum doesn’t, in general,
demonstrate perfect transmitting resonances. This fact is attributed to the lack of parity
symmetry, which until recently was regarded to be the essential structural requirement
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for the existence of perfect transmission. Using however hybrid structures it possible
to create parity symmetric devices, based on quasi-periodic order. For instance, stud-
ies which considered appropriately symmetrized Fibonacci (or other) structures [{100],
reported on finding perfectly transmitting resonances.

Quasi-periodic designs exhibiting mirror symmetry can be constructed by reversing
the letters in the original sequence and then add the outcome to the original [101]. For
the fifth Fibonacci generation BABABBARB the reversed counterpart is BABBABAD
and the final symmetrized outcome is

BABABBAB|BABBABAB

Other ways to construct quasi-periodic structures with mirror symmetry is to embed
the corresponding substitution rule to the iterative formula

Sj_H = Sj_lstjS_l.

This kind of structure possesses dimer-like positional correlations between layers, which
enhances the emergence of perfect transmission resonances [82].

However, as we shall see in detail in Chapters [, B, the local parity concept allows for
perfect transmission in aperiodic set-ups and as a matter of fact the multitude of scales
where it exist, offers the possibility to appear at desired frequencies [66,67].

Aperiodic lattices in 1-D, which are generated by substitution sequences, have been
associated to the concept of local parity in yet another one manner, as it has been
shown [102] that there exists a unified view of different classes of aperiodic lattices,
according to the distribution of their maximal local parity symmetries.
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CHAPTER 2

DISCRETE SYMMETRY INDUCED INVARIANTS

2.1 Introduction

In this chapter we focus on the concept of wave propagation in one dimensional media.
The discussion begins with the derivation of the Helmholtz equation as the static limit
of the acoustic wave and light equations, the heat and finally the Schrodinger equations.
Due to the isomorphism of the resulting static equations, a unified treatment for one-
dimensional systems is considered, which facilitates the link between this class of (time-
independent) systems and the concept of local symmetries. Particularly, we consider
global discrete symmetries i.e. parity and translational invariance and derive a set of
symmetry induced spatially invariant non-local currents as a consequence of their breaking.
These currents allow the determination of the field in the respective symmetric domain
and subsequently leads to the generalization of Bloch and parity theorems, which hold in
the case of non-broken translational and reflection invariance. Their emergence under
the global symmetry breaking provides a systematic way to the comprehension and
quantification of the discrete symmetry breaking process.

2.2 The Helmholtz equation

The Helmholtz equation is a linear, time-independent partial differential equation,
named after Hermann von Helmholtz (1821 — 1894). The mathematical form of the
Helmholtz equations is:

(V2+ k) Az) = f(z) , veR? (2.1

where A(z) is a scalar field and V? is the Laplacian operator. The parameter d deter-
mines the dimensionality of the problem and k is a real or complex constant. When
f(z) # 0 the equation is inhomogeneous. We will consider here exclusively the homo-
geneous case f(z) =0

29
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Most commonly the Helmholtz equation models the propagation of both classical
waves i.e. sound or light and matter waves in the quantum mechanical regime. Thus,
is such problems the parameter k is interpreted as the wavenumber and the field A(x)
is the wave or the wave function amplitude, respectively.

The Helmholtz equation can be regarded as the static limit of the original time-
dependent equation which describes a certain problem and emerges when the separation
of variables method or the equation transform from the time to the frequency domain is
applied. The latter is achieved by the replacement of the time derivative % with —iw. In
the following we will examine several different physical problems which are successfully
described in the static regime by the Helmholtz equation. Its applicability, partly is due
to the absence of time-dependence. In fact, in the wave equation we have a second time
derivative, while in the Schrodinger or the heat equations the time derivatives are of first
order. In the Helmholtz equation this information is explicitly absent, even though, the
type of time dependence of the original equation is implicitly revealed by the dispersion
relation.

Our analysis will begin with the classic case of acoustic waves, for which both the
wave and the Helmholtz equations will be derived. The treatment of all the other cases
will have as a starting point the corresponding time-dependent equation.

2.2.1 The Helmholtz equation for acoustic waves

We assume a homogeneous, isotropic medium i.e. a fluid, with density o(r, t), pressure
p(r,t) and velocity u(r,t). In a fluid with no viscosity an acoustic wave can be regarded
as a small perturbation. If gy, pp and ug are the respective values of the density, pressure
and velocity for the unperturbed fluid and g, p, @ are the small perturbations (¢ <
00, P < po), then it holds that:

0=00+0 (2.2)

p=po+ D (2.3)

We will consider that the unperturbed fluid is at rest (up = 0), so that the velocity is
determined only by the perturbation @. Thus, the velocity of the fluid is significantly
smaller than the speed of sound c. Consequently:

1/2
U <K e <po> . (2.4)
00

The motion of the fluid is then governed by the Euler equation [103] which expresses
the momentum conservation:

ou 1
pn + (uV)u + EVp =0, (2.5)
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the continuity equation corresponding to the mass conservation:

do
5 T V(ew) =0, (2.6)
and the equation of state:
p=f(e 0, (2.7)

The above equations, after linerization become:

on 1
4+ Vp= 2.8
Ot 00 p 07 ( )
00 .
=0. 2.
9 4+ o0oVu =0 (2.9

The differentiation of Eq. (2.9) with respect to ¢ and the substitution %% from

Eq. (2.9, yields an equation which links the perturbations g, {7 of density and pressure,
respectively:
%o 2
—5 = V*p. 2.10
52 V°p ( )

Acoustic waves in barotropic fluids

To simplify the calculations we restrict ourself to the case of barotropic fluids, where the
pressure is only a function of density p = p(p). This idealization can often adequately
describe fluid behavior within a certain frequency range.

The procedure to derive the wave and subsequently the Helmholtz equations for
the barotropic case starts by Taylor expanding p in the vicinity of gp which denotes the
unperturbed state:

+0 (o~ 0)) (2.10)

0=00

dp
p=rleo) + (e~ ) 7

while we take into account that p(gp) = pp and also neglect higher order terms. Under
these conditions it holds that:

p—po=c*(o—00) = p =cd (2.12)
d
2= d—p .
Y 0=00

The speed of sound c refers to the unperturbed fluid and is a real, positive quantity
depending on the nature of the fluid. The final step for the derivation of the wave
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equation is to insert Eq. (2.12) into Eq. (2.10), which results to the wave equation for
pressure:

1 a2p/
2o
The velocity perturbation v’ will also satisty the wave equation

v2p' =0. (2.13)

1 0%u’
Viu' - = =0, 2.14
c? Ot? ( )
however, since the velocity is a vector, it will satisfy the vector wave equation. Apart
from the velocity, Eq. (2.14) implies the existence of the so called velocity potential; a

scalar function for which it holds that v/ = VU and also satisfies the wave equation:

1 6°U
VU - 5 —- =0. 2.15
c? ot? (2.15)
Note here that the wave equation is linear and has solutions which are periodic in time.
For harmonic time-dependence, the velocity potential has the form

U(r,t) = Re (e™"y(r)) (2.16)

where the temporal term is harmonic with circular frequency w and (r) is the space
dependent component which is a scalar complex function. Since in acoustics the veloc-
ity potential is real, we consider only the real part of the expression. The expression
Eq. (2.16) satisfies Eq. (2.15) if the spatial field ¢ (r) satisfies the reduced wave equation
or the Helmholtz equation:

V2i(r) + E*(r) = 0. (2.17)
The parameter k& = % is the wavenumber and is real for real w. The wavenumber k
is related to the wavelength through the relation A\ = 2?” Thus, for a plane wave k

expresses the number of waves per 27 units of length. The dependence of £ on the
frequency w implies that the Helmholtz equation retains for monochromatic waves.
Superposition of waves with different frequencies i.e. wave-packets, can also be treated
within the context of the Helmholtz equation, nonetheless the Fourier transforms of the
velocity potential U(r,t) has to be employed.

Acoustic waves in complex fluids

In very high frequencies, where chemical reactions or molecular relaxation occur, the
barotropic approximation is rendered inadequate. In such media, referred as complex,
internal processes occur as a result of some external action. These processes are induce
relaxational effects which need for their description the inclusion of density time deriva-
tives. Mathematically, the deviation from the barotropic case can be expressed through
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the equation of state which no longer maintains its simple form p = p(g) but now also
depends on the time derivative of the density p = p(p, ¢). In this sense, the response of
density to pressure changes is not immediate as the equation of state of the barotropic
fluid implies, but rather involves a relaxation mechanism to the equilibrium state [103].
The linearization of the latter state equation yields:

- N 00
b= 02 <Q + Tgat> , (2.18)

where 7,, measured in time units, is the density relaxation time. The replacement of the
new linearised equation of state in Eq. (2.10) yields the respective wave equation for
this case, which accepts similar solutions as Eq. (2.16). The Helmholtz equation will
be derived if we make a transform from the time to the frequency domain, via the
replacement

% — —iw. (2.19)
The spatially dependent field i (r) satisfies the Helmholtz equation, however in this case
with a complex wavenumber:

w2

2 2 . 2 _
V2(r) + kK2(r) ; k2 = 0] (2.20)

At low frequencies, where the relaxation time 7, is very small (w7, < 1) we recover the
barotropic case with real k.

In complex media the state equation can be more complicated, depending on den-
sity time derivatives of higher order p = p(g,g,...). Such media may possess, apart
from relaxation dynamics, more complicated behaviour leading, for instance, to mem-
ory effects [103]. The equation of state then determines in what functional manner
k% = k?(w), the wavenumber depends on the circular frequency, that is the dispersion
relation. Finally, the actual functional form of the dispersion relation is determined
from the physical properties of the medium.

In complex media, contrary to barotropic, the speed of sound ¢ = 7 can take complex
values, since k is complex. If we isolate the real part of & we can define the phase velocity

w

Cp = Re(k)’ (2.21)

which is the rate that the phase of the wave propagates in space. The imaginary part,
respectively, describes the attenuation of the waves in the medium.
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2.2.2 The Helmholtz equation for thermal waves

The heat conduction equation is a partial differential equation which describes the
temperature variation in a given region over time. It can be considered as a sub-case
of the diffusion equation which also describes chemical or mass diffusion and other
relevant cases. The mathematical form of the heat equation is:

oT 9
e T = 2.22
5 &V 0, ( )

where T is the temperature perturbation and the parameter « is the thermal diffusivity.
The latter is defined as the ratio of the thermal conductivity d over the the density o
times the heat capacity c, under constant pressure, that is kK = ﬁ.

To obtain the corresponding Helmholtz equation we implement the rule expressed
in Eq. (2.19), transforming the heat equation from the time to the frequency domain.
Then the Helmholtz equation is satisfied by the spatially dependent part of the solution
(r): |

V() + k2p(r) ; k= % (2.23)
where k? is purely imaginary.

As in the acoustic wave case, in the high frequency regime, relaxational proce-
dures begin to occur, resulting to more complicated forms of dispersion relations, i.e.

Eq. (.20). to describe the propagation of thermal waves .

2.2.3 The Schrodinger equation

In Physics, the Helmholtz equation usually describes the propagation of classical waves,
as previously demonstrated. Nonetheless, the time-independent Schrédinger equation,
mathematically is equivalent to the Helmholtz equation. This equivalence, often referred
to as Helmholtz-Schrodinger isomorphism [52], allows a similar treatment for classical and
matter waves, even though the latter belong to the quantum regime.

The general form of the Schrodinger equation is:

oV(r,t)

ot
with V(r) being the potential which influences the motion of a quantum particle with
mass m and % the Planck constant. The solution W(r, t) of Eq. (2.24) is the wave function
which determines the probability to find the particle in the vicinity of r at time ¢. From
this probabilistic interpretation emerges the normalization condition which expresses
the fact that the particle has to exist within volume V:

/ U (r,t))? =1 (2.25)
.

ih = V2U(r,t) + V(r)¥(r, 1), (2.24)
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with |U(r,t)| being the probability density.

In the Scrédinger equation case, instead of transformation from the time to the fre-
quency domain, we will use the variable separation method. If V (r) is time-independent,
the wave function ¥(r,t) can be written in the form

U(r,t) = (r)T(t). (2.26)
By inserting this equation to Eq. (2.24) we get:

T Hy

—="T=F. 2.27
T~ (2.27)
From a mathematical point of view E is the separation constant. However, it has a signif-
icant physical meaning since it represents the energy of the particle. From Eq. (2.27)
emerge the following two equations:

ih

ihT = ET, (2.28)

Hyp = Evp (2.29)
where the solution of the first is 7'(t) = ¢’¥*/" and the second is a typical eigenvalue

problem, with E being eigenvalue of the Hamiltonian operator
H=V?+V(r). (2.30)

The spatial term 1 (r) is a stationary state of the particle which described by the
Schrédinger equation. If we rearrange the Eq. (2.29) using the Hamiltonian expres-

sion (R.30) we arrive at:

V2h(r) 4+ (E — V() (), (2.31)

which, in turn, is the familiar Helmholtz equation:
Vi3(r) + E*(r) ; k2 =(E-V(r), (2.32)

where now the corresponding wave vector k becomes a function of 7. In general the
Schrodinger equation, depending on the boundary conditions dictated by physical prob-
lem, accepts certain quantized values for the energy FE, thus being a PDE eigenvalue
problem. These discretized solutions correspond to bound states. Nevertheless, for large
values of energy, if Tli_>11010 V(7) is finite, there exist a solution 1) for every E, rendering it
an eigenvalues problem with a continuous spectrum. Moreover, depending on whether
the E is smaller or larger than V(r), the wavenumber %k becomes imaginary or real,
respectively.
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2.2.4 Electromagnetic waves

Let us consider an electromagnetic (EM) field which is described by the following four
vectors:

¢ the electric field vector E

¢ the magnetic field vector H

¢ the electric displacement vector D
¢ the magnetic induction vector B

The link between the vectors D, B and the vectors E, H is provided by the material
equations:
D =ecgE = ¢oE + P, (2.33)

B = upoH = poH + M. (2.34)

The parameters ¢ (relative dielectric permittivity) and u (relative magnetic permeability)
are dimensionless and characterize the medium where the wave propagation occurs.
Respectively, €y and o correspond to the permittivity and permeability of the vacuum.
These parameters for anisotropic media are tensors and reduce to scalars in the isotropic
case. The vectors P and M represent the electric and magnetic polarization, respectively.
The set of vectors E, H, D, B satisfy the Maxwell’s equations:

0B
VxE= a0 (2.35)
oD
VD = p, (2.37)
VB =0. (2.38)

The vector J corresponds to the electric current density and p to the electric charge
density, with units % and % respectively.

We consider now the case where no currents or charges exist (J = 0, p = 0). The
substitution of the Eqs. (2.33), (2.34) into the Maxwell equations yield:

OH

V X E = —[JL,U/OE, (2.39)
OE
H= — 2.4
V x e€0 5, (2.40)

VE =0, (2.41)
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VH = 0. (2.42)
The curl of Eq. (2.39) combined with Eq. (2.40) gives:

VxVxE= Q(VXH)— 6562—]3 (2.43)
Due to the following identity:
VPE=V(VE)-VxVxE (2.44)
we obtain the wave equation for the electric field:
V2B ppgeee ol = 0 (2.45)
Htogeo 55 = Y, .
which is satisfied by the plane wave solution
E(r,t) = e/@kn), (2.46)

The wave number and the phase velocity then are

ol

k = w (ppogen)” (2.47)

v = % = (uposgeo)

N[

(2.48)

Note that when the wave propagation occurs in the vacuum, the dielectric permittivity
and magnetic permeability are respectively ¢ = 1 and p = 1, defining in this manner
the speed of light in the vacuum as:

_1
c = (pogo) 2 ~ 3 x 10°m/s. (2.49)
Otherwise, it holds that
v="<, (2.50)
n

where n is the refraction index of the material, defined as

n= e (2.51)

Inserting now the definitions ¢ and n in Eq. (2.45) we get the wave equation which
& q & q
governs the dynamics of the electric field within a material of refraction index n:

n? OE

2
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Following a similar procedure, one can obtain the wave equation that corresponds to
the propagation of the magnetic field H:
2
9 n° OH
H—-—_— =0 2.53
v c? ot? 0 ( )

If p12 are unit vectors in the direction of the field, we can express the vector fields
E(r,t), H(r,t) via the scalar fields E(r,t), H(r,t) [52]

E(r,t) = p1E(r,t) ; H(r,t) = poH(r,t). (2.54)

For plane, monochromatic waves the scalar fields can be written so as to separate the
temporal and spatial parts:

E(r,t) = E(r)e™' ; H(r,t) = H(r)e™". (2.55)

Therefore, by inserting Eq. (2.55) to the wave Egs. (2.52), (2.53), we get their time

independent version
V2E(r) +k*E(r) =0 ; V?H(r)+ k*H(r) =0, (2.56)

where k = @w. These equations are the Helmholtz equations for EM waves and describe
the space distribution of the electric or magnetic field when an EM wave propagates in

a material of refraction index n(r).

2.3 Invariants of discrete symmetries

Here we attempt to link the concept of local, discrete symmetries i.e. parity and transla-
tional invariance to the propagation of waves in media which, in their time independent
version, are described by the Helmholtz equation. Based on the fact that these symme-
tries in their global version can be broken either by violating the boundary conditions,
while the potential still retains the corresponding symmetry property, or when the
potential does not exhibit the corresponding symmetry Vz € R. In the latter case the
symmetry can be either completely absent or maintained in spatially restricted domains.

Global translation invariance describes a system which is fully periodic and extends
to infinity or it is equipped with periodic boundary conditions. Even though in nature,
perfect periodicity cannot be met due to defects, models which exhibit perfect translation
symmetry are the cornerstone for the description of crystals. In such periodic structures,
the description of electronic propagation is greatly facilitated by the Bloch theorem [28]
which, in turn, leads to the description of band structure. On the other hand, a quantum
system, the potential of which has a global reflection symmetry, leads to the classification of
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the eigenstate spectrum of the bound quantum systems in even and odd wavefunctions.
We use here the term parity theorem for the well known theorem of quantum mechanics
concerning the commutation of the global parity operator with the Hamiltonian and the
existence of common eigenstate spectrum for the two operators [104].

The common case, however, in realistic physical systems, is that discrete global
symmetries are broken and replaced either by others which are valid in a finite spatial
extent (finite periodic systems) or by different symmetries which coexist at different
spatial scales (aperiodic and quasi-periodic systems). Despite this fact, a rigorous theo-
retical treatment of global discrete symmetry breaking for the translation and the parity
invariance is still lacking. To this aim we develop a formalism which describes the
wave propagation in media with inversion or translation symmetry in finite spatial do-
mains while globally these symmetries are broken and show how the parity and Bloch
theorems can be generalized for globally broken symmetries [105]. Such systems are
characterized by a generalized potential JV(z) which is homogeneous in the zy-plane,
and varies only in the z-direction, W(7) = W(x). The generalized potential W(z) is
generated by the effective wave vector x(z) which describes the inhomogeneity of the
medium. We also restrict the wave to normal incidence on the zy-plane, so that it prop-
agates along the z-axis. Then the field can be written A(7,t) = (z)e”~*“!%, where A(x)
is the complex field amplitude. Therefore, the developed formalism applies directly not
only to quantum mechanical but also to optical, acoustic or any wave system described
by the Helmholtz equation. For instance, in the quantum mechanical case, A(z) is the

wavefunction in z-representation, W(z) = 23:(c — V(z)) (m being the mass and ¢ the
energy of the quantum particle in the potential V(z)) while for electromagnetic waves
w?n?(x)

with frequency w, the function A(z) could represent the electric field and W(z) =
(n(x) being the refractive index of the medium of propagation).

Of special interest is the case of systems which can be completely decomposed in
units within each -in general a different- reflection or translation symmetry is exactly
fulfilled. Such systems form a special class of completely locally symmetric materials which
extend the notion of periodicity or global parity symmetry. In the following chapters
we will extensively study such systems, revealing their intriguing properties.

2

2.3.1 Invariant non-local currents

We proceed showing first the existence of non-local currents which are spatially constant
within the finite domain(s) in which the medium obeys the symmetry. Subsequently we
show how these currents can be used to partially determine the solution of the associated
wave equation in the symmetry domain(s). In this sense our approach generalizes
parity and Bloch theorems for systems which obey reflection or translation symmetry in
restricted spatial domains. To make the last statement more transparent we demonstrate,
in the case of translation symmetry, how our formalism leads to the Bloch theorem when
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the symmetry domain becomes infinite i.e. it covers the entire space and the symmetry
is globally restored. The analysis and the presentation of our theory is performed in one
dimension assuming the wave propagation to be described by the Helmholtz equation.
However, it is straightforward to extend our treatment in higher dimensions. In the
latter case the translation symmetry is trivially extended while the parity symmetry is
replaced by the inversion with respect to some center.

In order to treat wave propagation in inhomogeneous media within a unified frame-
work we employ the Helmholtz equation:

A"(z) + W(z)A(x) = 0. (2.57)

where the prime denotes differentiation with respect to . We consider the following
linear transform

_ i . o=-1; p=2a (parity)
Fz)=0x+p ; with { o—+41: p=1L (translation) (2.58)

which acts on the generalized potential of Eq. (2.57) in the following manner:
W(z) = W(F(z)), (2.59)

Vz in the domain D. The transform in Eq. (2.58) describes a reflection about the point
o when 0 = —1 and a translation by L when o = +1.

Particularly, the translation operator TL, which causes a translation by L is defined
from the relation :

TrA(x) = A(z + L). (2.60)
This can be straightforwardly shown by expanding A(z + L) to get
Alx+L) = A(z)+ A(z)L + %AN(CU)LZ + ... (2.61)
=L d"A(w)
Alz+L) = T;) R (2.62)
Az +L) = el Ad) (2.63)
Alx+L) = TpA(z) (2.64)

I d
where T}, = eldr. In the quantum mechanical case the translation operator has the form

Ty = il (2.65)

and P = ih% is the momentum operator. If A(z) is an eigenfunction of 77, then we
can write:

TrA(z) = A\rA(z). (2.66)
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When the set-up extends to infinity then from the Bloch theorem we have:
Az + L) = ™ A(z), (2.67)

where £ is the quasi wave number, associated with the crystal momentum Ak. Obviously
then, we can write:

TrA(z) = e*E A(x) (2.68)

and therefore the eigenvalues of T}, are phases Ay = ¢**L. lying on the unit circle.
Similarly, the parity operator I acting on A(z) yields:

ITA(z) = A(—x). (2.69)
If A(x) is an eigenfunction of II then:
HA(x) = A\pA(z) (2.70)

I’ A(z) = M\, A(x). (2.71)

The parity operator is Hermitian /7 = IIT and unitary IIT = IT-! (see Chapter f) and
as a result it is involutory II?> = 1. Therefore, the parity eigenvalues are A\ = +1
corresponding to even and odd eigenfunctions.

Since Eq. (2.57) is valid for every z in R it must also hold for the images of x under
the transform F:

A" (F(x)) + W(F(2))A(F(x)) = 0. (2.72)
Now we multiply Eq. (2.57) by A(F(x)) and Eq. (2.72) by A(x). Subsequently, we

subtract the resulting equations from each other, taking into account the symmetry of
the generalized potential W(z) (valid only for & € D), expressed by Eq. (2.59). The
outcome is:

A(F (2)) A" (z) — A(z) A" (F(z)) =0 (2.73)
Equation (2.73) (for o = +1) has the form of a total derivative:

d

e [A(F(2))A(z) — c A(z)A'(F(z))] =0 ; V z€D (2.74)

which in turn implies that the complex quantity:

Q= 2i [0 A(@) A (F(2)) — A(F(2)) A ()] (2.75)

1

is spatially invariant within the domain D.
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In the same manner, we can use the complex conjugate of Eq. (2.57) (or Eq. (2.72))
and repeat the same procedure. Then we obtain another independent, spatially invariant
quantity in the domain D:

~ 1

Q = 5 [0 () A (F(x)) - A(F () A" (@)] (2.76)
The quantities defined by Egs. (2.75), (2.76) have the form of a non-local current, in-
volving points connected by the corresponding symmetry transform. Since we refer to
a real generalized potential W(z) in Eq. (2.57), apart from the constants Q and Q, also
exists the globally conserved local current J given by:

1

J = % [A(z)A*(z) — A (z) A(z)] (2.77)
which represents the probability current in the quantum mechanical case or the 1 — D
analogue of the Poynting vector in the electromagnetic case. The invariants @), ), J are
not independent due the relation

aQ@P-wQP):J% (2.78)

which provides the relevant link. Equation (2.78) can be directly obtained by taking
the moduli of Q, Q from Egs. (2.75), (2.76) and subtract them.

2.3.2 Generalization of Bloch and parity theorems for broken symmetries

In its most general form, the transform F'(z) maps a domain D to a different domain 7,
as long as these domains are related with each other with the corresponding symmetry
operation. These domains don’t need to be connected and they can be separated by
any distance, as long as the symmetry is preserved. In the usual case of parity, where
the mirror axis at o belongs to the domain, the mapping occurs from D to itself and
particularly from the rhs of the mirror axis to the lhs, or vice-versa.

The image of the wave field A(F(z)), can be expressed in terms of A(x), A*(z) and
the invariants Q, Q by solving the system of Egs. (2.75), (2.76) with respect to A(F(x))
and A'(F(x)). This, in turn, yields:

Awu»:%mm—fm@) (2.79)

and

A(F(z)) =0 (QA’(:/E) Q.A'*(x)> (2.80)
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Equation (2.79) is of central importance. One can directly determine the image A(F(z))
in the target domain D’ from A(x) in D only by using the constant non-local currents
Q and Q. which result from the symmetry expressed in Eq. (2.59 of the potential
W(z) relating the domains D and D’. In this sense, it constitutes the generalization of
Bloch and parity theorems in the case of potential VW (x) with broken global symmetry.
As it will be shown in the following paragraphs the non-vanishing invariant current )
expresses the manifestation of the broken discrete symmetry.

2.3.3 Globally symmetric potentials

In order to explain transparently the mechanism of symmetry breaking we define the
linear operator O which acts in the z-representation on an arbitrary function ®(x) and
transforms it according to the respective symmetry operation:

Op®(z) = ®(F(x))  ; vV 2z R (2.81)

Global symmetry with respect to the transform O is realized when W(z) = W(F(z))
for all z € R. In this case the Helmholtz operator
d2

Q= -3 (@) (2.82)

commutes with Or and A(z) is an eigenstate of Op:
OrA(z) = A\pA(z), (2.83)

Ar being an eigenvalue of Or. The simplest scenario to break the global Op-symmetry
is when  still commutes with Op, i.e.

W(x) =W(F(z)) VYxeR

but the function A(z) ceases to be an eigenfunction of O violating Eq. (2.83) due to its
asymptotic behaviour, which is typically the case in a scattering problem. Remarkably,
within the present framework, even if the symmetry is broken due the asymptotic
conditions the conserved quantities ) and @ are constant in the entire space (and
Eq. (2.79) applies for all z in R) due to the global underlying symmetry of the potential.

Using Egs. (2.79) and (.81) we can write:

e Q

O == - =

rA(x) 7 A(z) 7

which clearly shows that (Q # 0 manifests as a remnant of the broken global translation
or inversion symmetry.

¢ A(x) ; VzeR (2.84)
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2.3.4 Retrieving the Bloch and parity theorems

To set @ = 0 has interesting consequences on the field A(x). One can integrate Eq. (2.75)
and get

A(F(z)) = cA(z) (2.85)

where ¢ € C is an integration constant. If however we set ¢ = A\p = % we recover

Eq. (2.83), which is consistent with our interpretation of the invariant Q as a symmetry
breaking term. Based on a vanishing () value, we will show rigorously how parity and
Bloch theorems are retrieved in the limit of global symmetry restoration. This constitutes
an argumentation on how Egs. (2.75), (2.76), (2.79) generalize the parity and Bloch
theorems for the case of broken global symmetry.

Inversion (o = —1)

Starting from the inversion case we integrate Eq. (2.75) assuming Q@ = 0 which, as
previously discussed, is a necessary condition for a global discrete symmetry to hold.
This yields:

ARa —x)=cA(z) ; AQ2a—1z)=—cA(x) (2.86)

where ¢ is an integration constant. One can determine ¢ by setting in Eq. (2.75) z = o
since for the case of global parity the symmetry axis necessarily belongs to the domain
of mirror symmetry which is the entire space. This leads to A(«)A’(«) = 0. Assuming
A(a) # 0 and A'(«a) = 0 we find ¢ = 1 while assuming A(«) = 0 and A’(«) # 0 we get
¢ = —1. Thus for @ = 0 the wave function .A(x) becomes an eigenfunction of the global
parity operator Op = II, which performs mirror reflection around the axis located at
a. Note that for Q = 0, Eq. () becomes:
of =

which, in turn implies that Q = J = 0. Therefore, for parity, the global symmetric
scenario is realized either in bound state problems where the asymptotic conditions are
symmetric and J = 0 or in scattering problems if incoming waves arrive at the potential
W(z) from both sides in a certain, symmetric manner so that J = 0. The latter are
actually the zero current states discussed in [66]. In Chapter [J zero current states will be

introduced, demonstrating that in this scattering scenario it is possible to have ) = 0,
which in turn denotes that the symmetry is restored in the whole space.
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Translation (o = 1)

Going over to the global translational symmetry, where o = 1, we set () = 0 in Eq. ()
which becomes an eigenvalue equation. Then, from Eq. (2.78) it follows that:

SR SY

=1 (2.87)

and consequently, % becomes a phase which is in agreement with the fact that it is an
eigenvalue of the translation operator O = T7..

Global translation symmetry implies infinite periodicity for the potential W(z), i.e.
W(z) = W(z + L) for all z in R. Thus, the property W(z) = W(z +nL) withn € Z
applies too. This in turn implies that Egs. (2.75), (2.76), (2.79) can be written replacing
the translation parameter L with nL. For global translation symmetry () = 0 must hold

for all n in Z. However the Q’s would in general differ for various n’s. It is therefore
useful to introduce an index noticing Qnz the constant Q corresponding to displacement
nL. Equation (2.79) generalizes accordingly in a trivial way as:

Aw+D)=e"DA@) 5 6(L) =6,
QL = =+|J]e¥e (2.88)

Then, due to the infinite periodicity we expect that Qr will be the same for every z in R.
Using Eq. (2.79) we can relate A(z 4 nL) with A(z) either by performing n translations
by L or one translation by nL. The uniqueness of the wave function value requires:

.A(JJ —i—nL) — eiG(nL)A(x) _ (ezG(L))nA(l,)
— 0(nL) = né(L) (2.89)

which means that #(L) = kL with k a constant of inverse length dimension. In addition
one obtains a relation for the phases of the different )’s:

0~

QnL - n9~

oL (2.90)
Equation (2.89) can be written as
Az + L) = e* A(x), (2.91)

where £ is the quasi wave number, associated with the crystal momentum hk. Multiplying
both sides of this relation with e~*(=+L) Jeads to

e~k A(z) = e~ @) A 4 L), (2.92)
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which is exactly the periodic function u(x) = u(x + L), with period L, which appears in
the Bloch theorem ‘
A(z) = e™u(z) ;5 u(z) = u(z + L). (2.93)

Thus we have shown that Eqgs. (2.75), (2.76), (2.79) contain the parity and Bloch
theorems as the special limit of global symmetry restoration.

2.3.5 Locally symmetric potentials

We turn now to the second and more demanding scenario of symmetry breaking.
Contrary to the above discussed case where the symmetry of the potential W(x) =
W(F(z)) was retained in its total spatial extent, here we consider potentials WW(x) which
do not exhibit globally such symmetry. Since, in this case, Or does not commute with
the Helmholtz operator (2, it is not possible to seek for stationary eigenstates as in
Eq. (.83), unless the action of O is partitioned as was done in Ref. [66], for parity
symmetry. However, here we will consider the local symmetry properties according to
the invariants Q, Q, which relate in an explicit manner the effects of symmetry on the
wave field amplitudes, through Eq. (2.79.

In the extreme case of complete breaking of the global symmetry, i.e. when there is
no domain D; for which a remnant of the global symmetry is present in WW(z), then, as
expected, there is also no domain in which @ and @ are constant. Although, one can
still define the spatially dependent function Q(z), Q(z). their non-constancy brings no
advantage to the representation of the scattering problem.

Nevertheless, when there are one or several domains D,, (n = 1,2,.., N for N do-
mains) in the z-space for which Eq. (2.59), which denotes the existence of the symmetry
in the specific domain as remnant of the global symmetry, is valid. Then the global sym-
metry is partially broken and the previous analysis is applicable leading to the existence
of a pair of complex spatially constant quantities (Q, @n) in each domain D,,. These
constant quantities allow the determination of the image A(F(x)) from A(xz) for all =
in D,, through the Eq. (2.79). In addition the relation of these constants to the globally
conserved current J gives a constraint between their magnitudes in different domains:

Q12— |Q1? = |Qa2f* — |1Q2* = ... = |Qn]* — QN (2.94)

Among the different set-ups which support the partial breaking of the O p-symmetry,
of greatest interest is the case of systems possessing a potential YW (z) which can be com-
pletely decomposed in locally symmetric domains each one characterized by a different
remnant of the broken symmetry. Then the domains D,, cover the extent of the entire
set-up and the corresponding symmetry is fulfilled in each W, (z)

Wi(x) = Wh(F(x)) YV x € D,. (2.95)
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FIGURE 2.1: Schematic of a completely locally symmetric set-up, with each barrier
being parity symmetric. The colored parts of the barriers indicate the part of the po-
tential where we need to know the field A(x) in order to determine A(F(z)), if the
invariants {Qy, @n} for each symmetry domain, are known.

We refer to such a potential as a completely locally symmetric (CLS) potential.

To be more concrete we consider a potential which is the sum of terms defined in
non-overlapping domains each one characterized by a different mirror symmetry [66.67]
as those shown in Chapters , . Assume that in each domain the axis of mirror
symmetry lies at the center of the domain. As already discussed the domain is mapped
to itself in this case. Using Eq. (2.79) in each domain one can obtain the wave function
in the right part of a domain from the wave function of the left part (or the opposite),
by employing the invariants @), Q, of the corresponding potential W(z) in the sub-
domain D,,. Thus we need only to know the wave function in the half space in order
to obtain it for the remaining half space, as shown in Fig R.1. If the total potential is
comprised by N LP, non-overlapping domains D,,, each one characterized by a potential
Wi (x), then there will exist IV couples of {Qy, @n} In the case of the global symmetry
restoration the situation is similar, though simplified since the rhs of the field can be
calculated from the lhs by a multiplication with £1. What differs in the case of broken
symmetry is that the half-intervals where we need to know the wave function are
disconnected forming an array and not a simply connected region. The aforementioned
analysis suggests a characteristic class of CLS material structures, which generalize the
notion of aperiodic and quasi-periodic systems.

2.4 Matrix formulation of the non-local currents

In this section we will reformulate the developed formalism for the introduced invariant
non-local currents, so as to facilitate an analogous study for systems with losses, which
will be presented in the next section. Moreover, the matrix formulation for the invariants
will be used in Chapter [ in order to allow their connection with the transfer matrix of
any system which supports their existence. Adding Egs. (2.75), (2.76), we get:
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T L (oA (F(@) Anle) — AP(2)) Ail)] (2.96)

which turns to the following real invariants after the separation of real and imaginary

parts:
1

a1 = o; [0 AR(F(2)) Ar(w) — Ar(F(2)) AR(2)] (2.97)
and X
@ = o [0 A (F(2)) Ar(w) — Ar(F(2)) Ag()] (2.98)

where we have used that A(x) = Ag(x) + iAr(x). The quantities ¢; and ¢y are still
spatially invariant and have the form of non-local currents, though now they are pure
imaginary. Note, that we refer to a general domain D where the potential changes under
the linear transform F'(x). The following procedure holds both when D constitutes the
whole set-up and when D is part of the total set-up, as long as the symmetry transform
F(z) is valid within its extend.

The same procedure is followed by subtracting ) and Q to obtain two more imagi-
nary invariants:

a3 = % [0 AR(F (2))Ar(z) — Ar(F(z)) A} (2)] (2.99)
and X
a1 = o [0 AN (F (@) Ar(x) — Ar(F (@) Aj ()] (2.100)

The connection between the complex invariants (), @ and qi1, g2, g3, g4 can be straight-
forwardly obtained by the equations:

Q=q —q+i(qg+q) (2.101)

Q=q1 +qs+i(q2 — g3)- (2.102)
When F(z) is a parity transform and the position a of the symmetry axis is within the
domain then it holds that ¢ = g3 and since these are constant quantities, this equality

holds for any z € D. Therefore, Egs. (2.101), (2.102) become:

Q = ¢ —qu+i2g (2.103)
Q = a+aq (2.104)
Equations (), () form a system, with solution:
9
Ar(F(x)) = = (g3 Ar(x) — @1 Ar(2)) (2.105)

J
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2
~Jo
where we have used that the denominator is equal to the probability current J. This is
easily shown from the definition of J:

AR(F(x)) (g3 AR (2) — A} (2)), (2.106)

A (2) Al (z) — Alz) A (2) = 21T =

Agr(z) Aj(z) — Ar(z) Ap(z) = J. (2.107)
Equations (2.98), (2.100) also form a system with solution:
Ar(F(z)) = % (11 Ar(7) — 2 As () (2.108)
0
Ap(F (@) = 7= (145(2) = g2 45(2)) (2.109)
Expressing J at F'(z) as
Ar(F(z)) Ap(F(z)) — Af(F(x)) AR(F(x)) = J (2.110)

and substituting Eqs. (2.105), (2.106), (2.108), (2.109), we obtain the following relation

J* = q1q1 — 23 (2.111)

which indicates that the current can be expressed exclusively with the use of the invari-
ants g;.

The solutions of the first and second system can be written compactly in the following
matrix equation:

AT
I z _ 4l 1T
APy |~ 72| Al (2112
Aj(F(x)) ()
with Q:
a3 —q1 0
o=| @ "¢ 0 (2.113)

0 0

o
o
AQs o ©
‘I
=)
—

Let us consider now a completely LP symmetric setup, which is comprised of N
LP symmetric domains D,,, m = 1,2...N and in each domain a Q,,-matrix can be
assigned. Q,,-matrix can be written more compactly in the following form:

On=0.0T, : Tpn= ( % 4 ) : (2.114)
4 —Qq2
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v = (é 1O> (2.115)

where

N
o=1] o=
m=1
N
O=1[reTn (2.116)
m=1
and finally,
N
O=1Ya [] T (2.117)

This is an alternative way to express the findings of the previous section. The reason
we followed this pathway will be revealed in the next section where symmetry induced,
spatially invariant quantities will be derived for systems with losses. There, the relevance
of the imaginary non-local currents ¢; is more transparent.

2.5 Invariants in systems with losses

The previous analysis on the existence of invariant quantities, emerging from local or
global symmetric linear transforms F(x), concerned idealized systems, where the effects
of losses were absent. However, in real systems losses are inevitable and their theoretical
description is necessary to accurately describe or predict the expected outcome. To this
aim, the developed theory should be enriched in order to incorporate losses.

Losses may emerge either due to friction effects or due to radiation. In the former
case, they are described with the addition of an imaginary part in the (generalized)
energy (¢ = eg + ie;). The complex energy eigenvalues and particularly the imaginary
part €7 leads to exponentially decaying terms, which describe the effect of friction. On the
other hand, energy loss due to radiation is described with the addition of an imaginary
potential part. In fact from the continuity equation it can be shown that a complex
potential of the form V(x) = Vr(z) + iV;(x) describes particle or radiation loss.

In the following we will attempt to incorporate both the aforementioned lossy cases
in the previously developed theory, trying to elucidate the manner that the invariants
q1, 92, g3, q4 are affected. As previously we will consider the Helmholtz equation and a
general wave field A(x). The losses in this case are described by a complex wave-number
k. The substitution of:

k = kgr(x) + ik (x)
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A(z) = Re[A(x)] + i Im[A(z)]
into the Helmholtz equation yields:
Re[V"(z)] + kg(z) Re[¥(x)] — ky(x) Im[¥(z)] = 0 (2.118)

Im[A”(2)] + kr(z) Im[A(x)] + k7 (z) Re[A(x)] = 0, (2.119)
where we have separated the real and imaginary parts of the emerged equation. We
multiply Eq. (2.118) with Re[ A(F(z))]:

Re[A(F(x))| Re[A'(z)] — rir(x) Re[A(F())] Re[A(x)]  +
ki(z)Re[A(F(x))] Im[A(z)] = 0 (2.120)
and afterwards we take the parity transformed Schrédinger equation and multiply it
with Re[A(x)]:
Re[A'(F(x))] Re[A(z)] — kg (F(x)) Re[A(x)| Re[A(F(z))] +
ki(F(x))Re[A(x)] Im[A(F(z))] = 0. (2.121)

By subtracting Eq. (2.121) from Eq. (2.120), provided that both the real and the imag-
inary parts of the potential are symmetric with respect to the transformation F(z),

kr(z) = kR(F(z))

rr(z) = ki(F(z))

we get:
Re[A(F(z))] Re[A'(z)] — Re[A'(F(z))] Re[A(z)] = 0. (2.122)

In the lhs of this equation we identify the derivative of the quantity ¢; which is invariant
in the lossless case and Eq. (2.122) becomes

dgy

I —kr(x) (Re[A(F(z))] Im[A(x)] — Re[A(x)] Im[A(F(z))]) . (2.123)

Obviously, when losses are taken into consideration, the invariance of ¢; is lifted.

Similar treatment of Eq. (2.121) can lead to the respective equations for g,. Par-
ticularly, the multiplication of Eq. (2.121) and corresponding parity transformed with
Im[A(F(z))] and Im[A(x)], respectively, followed by the subtraction of the resulting
equations, yields:

Im[A” ()] Im[A(F (2))] — Im[A”(F(2))] Im[A(z)] =
k1(z) (Re[A(z)] Im[A(F(z))] — Re[A(F(z))] Im[A(z)]) . (2.124)
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In the lhs of this equation we identify the derivative of the quantity ¢; which is invariant
in the lossless case and Eq. (2.129) becomes

dgs _

= = fi1(w) (Re[A(w)] Im[A(F (2))] — Re[A(F(2))] Im[A(x)]) (2.125)

which also indicates that g4 is not invariant in a lossy LP symmetric system. Nonetheless,

the rhs of Egs. (2.123), (2.125) are the same and consequently it holds that:

d
_ —_ = 0
. (g1 — q4) =

g1 —qs = const. (2.126)

The construction of ¢ and g3 follows the same pattern. In the first place we multiply

Eq. (2.118) with Im[A(F(z))]:

Im[A(F(z))]Re[A'(z)] — kr(x) Im[A(F(x))] Re[A(x)] + (2.127)
kr(x) Im[A(F(z))] Im[A(z)] = 0.

Then we consider the parity transform of Eq. (2.118), multiplied with Im[A(F(x))]:

Re[A'(F(2))] Im[A(z)] — kr(F(z)) Im[A(z)] Re[A(F(2))] +
k1(F(z))Re[A(x)] Im[A(F(z))] = 0. (2.128)

Similarly, we multiply Eq. (2.119) with Re[A(F(z))]:

r1(z) Re[A(x)|Re[A(F(z))] = 0 (2.129)
and its respective parity transform with Re[A(x)]:
Im[A"(F(z))] Re[A(z)]kr(F(2)) Im[A(F(z))] Re[A(z)] +
k1(F(z)) Re[A(x)] Re[A(F(z))] = 0. (2.130)

The following steps for the g2, g3 calculation is to subtract Eq. () from Eq. ()
which leads to:

Re[A'(2)] Im A[(F(x))] — Im[A"(F (z))] Re[A(z)] =
—kr(x) [Re[A(F(x))] Re[A(x)] + Im[A(F(x))] Im[A(x)]] (2.131)
where we identify the derivative of the quantity ¢, in the lhs:

dgz

T —k1(z) [Re[A(F(z))] Re[A(z)] + Im[A(F (z))] Im[A(z)]] (2.132)
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and subsequently to subtract Eq. (2.128) from Eq. (2.129)
Im[A”(2)] Re[A(F (x))] — Re[A'(F(2))] Im[A(x)] =

r1(z) [Re[A(F(z))| Re[A(z)] + Im[A(F(z))| Im[A(z)]] , (2.133)
% = — (—r1(2)) [Re[A(F (z))] Re[A(z)] + Im[A(F(2))] Im[A(z)]] - (2.134)
Finally, Eqs. (2.132), (2.134) lead to:
% (2+gq@) = 0=
g2 +q3 = const, (2.135)

stating that, in the lossy case, even though ¢» and ¢3 are not individually conserved,
their sum ¢2 + g3 is an invariant quantity, within an LP symmetric domain.

Since both ¢; —¢4 and ga2+¢3 are spatially constant, we conclude from Egs. (2.101), (2.102)
that in a system with attenuation, the quantity () is still spatially invariant, even though
the invariance now is lifted for Q. This prevents the straightforward generalization of
the Bloch and parity theorems, for lossy systems with the corresponding symmetries
broken. Nevertheless, the invariance of () still allows for a generalization. By dividing

Eq. (2.75) with A%(x) we get
Q _ LoA(@)A(F(z)) — A(F(x))A'(z)

s yEles (2.136)

The second part of the Eq. (2.136) can be written as a total derivative:

Q 1 (AF (»’v))>'
=—|—. 2.1
()~ 2 < Al) (2.437)
Then by integration we find:
_1 _ L

A(F(@)) = o <CA(x) QA() / - (m/)dx>, (2.138)

where C is the integration constant. Equation (2.13§) can be regarded as a generalization
of the Bloch and parity theorems for the, even more general, case of a system with losses.
Obviously it provides a - more complex - link for the wave field from a source domain
to a target domain, which are related via the symmetry transformation F(z).

An alternative way to express the invariants ¢; — ¢4 and ¢2 + ¢3 in a compact form
is to consider the polar representation of the wave function

A(z) = u(2)e®® ;. u(z) = |A(@)], (2.139)
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with u(z) > 0 Vz € R. The real and imaginary parts of A(z), along with the respective
derivatives are:

Re[A(z)] = u(z) cos[d(z)] ; Rel[A(x)] =1u/(x)cos[d(z)] — u(x)sin[d(x)]¥ (x) (2.140)
Im[A(z)] = u(z) sin[d(z)] ; Im[A'(z)] =/ (z)sin[d(z)] +u(x)cos[d(x)] (z). (2.141)

By substituting the above expressions to the equations for q1, g2, ¢3, g2 we can write
the invariants ¢; — g4 and ¢ + ¢3 as:

0 — = (u(F (@) (z) + ' (F(2))u(z )COS (F(z)) + d(x)] -
u(F(z))u(z) sin[d(F(z)) + 9(z)] (¢ (F(x)) + V' (z)) (2.142)

and

g2+ g3 = (v (F(2))u(z) + u(F(2))u'(2)) sin[d(F(z)) + ()] +
u(F(z))u(z) cos[d(F (z)) + I(z)] (¥ (F(z)) + V' (z)). (2.143)

Equations (2.142), (2.143) can be compactly expressed in matrix form, as:

( gf ) = (u@), () ) (f?a: cos[®(x)] £ a;sin@(w)]@’(x)) ( W (F(2)) ) (2.144)

where Q1 = g2+ ¢3, Q- = q1 — q4, () = ¥(z) + 9(F(z)) and 6,, &, the Pauli matrices.



CHAPTER 3

POTENTIAL SCATTERING

3.1 Introduction

Scattering processes play a major role in our perception and understanding of nature.
Scattered electro-magnetic waves in the visible spectrum provide the information of
color, whereas deflected sound waves facilitate or prevent hearing. In quantum physics,
scattering experiments is the main tool to extract information from physical systems,
both in high energy physics where beam collisions are used for the discovery of sub-
atomic particles [106] and in low energy physics where neutron [107] and x-ray [108]
scattering constitute important tools for the study of the internal structures of solid state
systems [109], in polymers [110] or even in structural biology [111].

Scattering phenomena can be studied from two different points of view, constituting
the direct and the inverse scattering problem, respectively. In the direct problem, the
characteristics of the scattering center are known and we are interested in the long
distance detection of the transmitted and reflected particles after their interaction with
the scatterer. Then, possible relevant quantities to be calculated or measured would be
the transmission spectrum, the occurrence of resonances or the scattering cross sections.
On the other hand, in the inverse problem, one takes into consideration the knowledge of
certain characteristics of the scattered waves which are finally detected in long distances
and attempt to extract information about the local structure of the scatterer.

In this chapter, we will discuss the standard mathematical framework for the study
of scattering in 1-D, with emphasis on the transfer matrix (TM) [24,112], the scattering
matrix (S-matrix) [113] and their connection. The S-matrix can be generalized easily in
three dimensions and also reveals transparently the scattering properties of a specific
problem. However, the TM facilitates significantly the treatment of 1-D scattering from
an arbitrary array of potential barriers. Therefore, it will be extensively used in the
following chapters.

55
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3.2 The Transfer and S- Matrix methods

In order to confront stationary, wave scattering problems in a uniform manner we will
use the notation introduced in the Chapter , in the frame of the Helmholtz equation.

A"(z) + kA(z) =0 3.0
with A being a plane wave of the form
A(z) = Ae™™® 4 Be 7, (3.2)

The scatterer is characterized by the generalized potential W(z) and may correspond
e.g. to the potential in a quantum mechanical problem or to the refraction index in
optics.

For simplicity we consider that the scatterer is located within a finite region, so that
for W(x) it holds:

W(a) = {;”(x)’ Zizg “ (3.3)

When the wave approaches the target, a part of it is transmitted and a part is reflected.
In the quantum mechanical regime, effects with no classical analogue, such as tun-
nelling, may emerge. We can assume that on either side of the scatterer the wave can
be mathematically described by a superposition of plane waves:

Ap(z) = Af(z) + A (z), 2 <0
Ap(z) = AL (z) + Ax(z), z>a (3.4)

v

where

Af(z) = Aet"® | A (z) = Be™i"®
Af(z) = Ce™™ | Ap(z) = De . (3.5)

Here, A, B, C, D are complex coefficients and « is the wave vector which is linked to
the energy e through the dispersion relation ¢ = ¢(x). The subscripts L and R refer
to the position of the particle with respect to the position of the scatterer (left or right
respectively). Accordingly, the superscripts + refer the direction of the wave propagation,
with (+) denoting the propagation from left to right and (—) from right to left.

The scattering and the transfer matrices can be derived by taking into consideration
the continuity conditions of the field A(z) and its derivative at the scatterer’s boundaries:

AL(z=0")=¥(z=0") , Ai(z=0")=T'(z=0")
Ar(z=a")=¥(z=a") , ARz =a") =V (z=a") (3.6)
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Ap (@)
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FIGURE 3.1: Wave scattered off an arbitrary scatterer. On either side of the scatterer
the incoming and outgoing amplitudes are shown.

where ¥(z) denotes the field inside the scatterer and its functional form depends on
the form of WW(z). In general it can’t be expressed as a superposition of plane waves,
as A(x).

In principle, the solution of the Schrédinger equation provides all the necessary
information needed for a scattering problem. However, in most cases the Schrodinger
equation is not analytically solvable for a generic scatterer form WW(z) and one would
aim to relate the complex probability amplitudes A, B, C' and D. Actually, these four
amplitudes are not independent, but linked through linear relations. Depending on the
coefficient pairs which are associated, we define the TM and the S-matrix.

3.2.1 The S-matrix

The S-matrix relates the incoming with the outgoing waves and this linear relation

defines it: Ao (e =0) Atz = 0)
( ALz = a) ) :S( Az = a) ) =
(620 = (o ) (azy) )

It is obvious that the S-matrix can be expressed in order to relate the amplitudes A, D
of the incoming components of the field A(z), with the amplitudes B, C of the outgoing
components.

To fully determine the S-matrix we need to calculate the four complex parameters
S11, S12, So21, S22. However, the identification of symmetries which apply to a physical
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problem can reduce the parameter space for the full determination of the scattering
problem.
Current Density Conservation

For physical systems of time-independent wave propagation the current density has to
be equal on either side of the scatterer:

J2<0 = Jz>as (3.8)
where the current density for this class of problems has the general form:

DA*(z) DA(z)

~ — A* 3.9
J(x) ~ A(z) P A*(x) 5, (3.9)
Then on the left side of the scatterer the density current is:
Jo ~ AL = AL = |A] — | B (3.10)
and on the right side:
Jr ~ A2 — |AR)? = |C]* — |D? (3.11)
The equality Jr = Jr, after a rearrangement of the terms yields:
[ARI? = [ARI? = AT * = | A% (3.12)

It is convenient, for the forthcoming analysis, to express the above relation in vector
notation:

+% —% A{ _ —% —+* AE
(AT ARY) )= (A" AL ) (3.13)
R R
By substituting Eq. (.7 to Eq. (.13) we get:
(AT A7) s( " ) (A A ( " ) . (3.14)
R R

Subsequently, we insert in Eq. (B.14) the complex conjugate form of the Eq. (8.7):
(Af* AR") = (A" ALY ST, (3.15)

with ST being the Hermitian conjugate of S (the complex conjugate of the transpose):

(A" AL s+s< j}% ) (A AL ( j}% ) . (3.16)



3.2. The Transfer and S- Matrix methods 59

Equation (B.16) is valid if:
sfs =1, (3.17)

which renders the S-matrix unitary. Unitarity, in turn, leads to the following conditions
among the S-matrix elements.

1S112 + [S21)? =1
|Saa|? + [S12)? =1
%10 = — 53,520 (3.18)
1,11 = — S5y Sa1.

Finally, if the unitarity condition is expressed as:
St=s71, (3.19)
and take into consideration that |detS| = 1 (since S is unitary), we obtain:
ST S5 1 S22 —S21
= 3.20
( Sty S5 detS\ =512 Su /)’ ( )

which implies two more constraints for the S-matrix elements:

[S11] = [Saa]
|S12| = [S21]. (3.21)

Time-Reversal Symmetry

When a system is invariant under time inversion it obeys the time-reversal symmetry
and induces more constraints on the form of the S-matrix elements. Since the systems
which are treated here are time-independent, the time-reversal symmetry is always valid
and mathematically this is expressed through the fact that both the field A(z) and its
complex conjugate A*(x) are solutions of the Helmholtz equation. Under time reversal,
the plane waves on either side of the scatterer change sign in the exponential term,
changing effectively the direction of propagation. However, due to the change of every
wave the physical problem remains invariant.

< AIL}*(JU =a) ) =S < A-LE*(m — q) ) (3.22)
Moreover, the complex conjugate of Eq. (@) gives:
( A}%*(SU =a) > =S < ,4]%*(33 =aq) ) : (3.23)
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From the combination of Egs. (8.22), (B.23) finally we get:

) ()
« | =SS « s (3.24)
< AR A%

leading, in turn, to the condition:
SS* =1 (3.25)

which holds for any incoming wave.
The time-reversal symmetry also imposes constraints on the S-matrix elements:

[S11[* + S2197, =1
|522|2 + 512551 =1
571512 = —575522 (3.26)
5,511 = — 55,501

From Egs. (B.18), (B.26) we compare equations:
STiS12 = =S12822 3 S11S12 = —53:52

and find that
S12 = So1. (3.27)

Thus, when both the conservation of the current density and the time reversal symmetry
apply to a scattering problem, then the S-matrix is symmetric.

Transmission and Reflection

We consider now a more realistic scattering scenario where we send a plane wave from
the right side of the scatterer. The wave is normalized so that the |A%|> = 1. From the
right side of the scatterer there is no incoming wave, so that A} = 0. The incoming
wave Ap, is connected to the transmitted and reflected waves via the following relations
which are imposed by the S-matrix:

AZ = Si9 ./4}_%
.AE = S99 'AI_% (3.28)

Since the matrix elements S7o and S99 are related to the transmission and the reflection
of the wave, we will refer to them as transmission and reflection amplitudes, respectively:

t= 512 ; r = SQQ. (329)
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Similarly, if we consider the incident wave from the left side of the scatterer, we get the
respective transmission and reflection amplitudes ¢/, r':

t/ = 521 N 7“/ = SH. (330)

The S-matrix then can be written in terms of the transmission and reflection amplitudes:

S-— ( ot ) (3.31)
t r

and the physical meaning of each parameter is:
* t, transmission of the wave coming from right to left
e r, reflection of the wave coming from right to left

e t/, transmission of the wave coming from left to right

e /. reflection of the wave coming from left to right.
Nevertheless, as have shown above, the current conservation and the time reversal invari-
ance impose the symmetry condition to the S-matrix, that is S12 = S2; and consequently
t=t.

Now we can define the transmission and reflection coefficients 7', R, which essentially
are the magnitudes of the amplitudes ¢ (') and r ('), respectively. Namely, T = [t|*> and

R= |7“’2- Equations (, ) imply also that
T+R=1 ; T +R =1, (3.32)

which, combined with ¢t = t/, yield the extra condition, |r| = |r/|.

3.2.2 The Transfer Matrix

The TM formalism has been developed to study a multitude of physical problems
involving wave propagation, such as quantum particles [114], electromagnetic [115] and
acoustic [116] waves. The usefulness of the TM can be detected at several levels which we
will discuss subsequently. A major advantage is that it allows for a unified manipulation
of all the above systems [117]. The TM is defined by the relation:

i) (i)
— = = =
( AR r=a 'AL =0

() -G ) (%), o
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Similarly to the case of the S-matrix, TM can be expressed in order to relate the am-
plitudes C, D in the right side of the scatterer, with the amplitudes A, B in the left
side.

A simple rearrangement in the relations which relate the incoming and the outgoing
waves, in order to relate the waves on the right side of the potential to the those on the
left side, give rise to the transfer matrix, which can be written in terms of the S-matrix

elements, as:
Soq — S20511 S22

S12 S12

M= . (3.34)
_Su 1
S12 S12

In a respective manner the S-matrix elements can be expressed in terms of the TM:

Moy 1
Moo Moz
S — ) (3.35)
_ MioMoy Mo
M Maa Maa

The symmetries of density current conservation and time-reversal can be also applied
in the TM, so that the parameter space can reduced in the same manner as in the S-
matrix.

Current Density Conservation

As a x-independent quantity, the density current J is spatially constant and it holds:

Jico0 = Ji>a =
JALI? — [Ag]? = [Af ] — AL (3.36)

This equation, which indicates the density current conservation, can be re-written in
matrix notation, by inserting the o, Pauli matrix:

* —% AJr * —% AJr
(A A7) o, <A§>—(Ajg A7) o (Ag ) (3.37)
or
. o (10 AT\ e (10 Af
(AZAL)<0_1)<A§)_(A;AR)<O_1><A§>. (3.38)

Next, we use the conjugate expression of Eq. (8.33), which is:

(AL ARY) 0. = ( AL >MT (3.39)
R R z AZ* .
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and insert it in Eq. (8.39):

. s 1 0 At . 1 0 AT
(AP A7) (O _1> <A§>—(A2AL)MT<O _1>M<A%>. (3.40)

This holds if:

1 0 1 0
=M
(20 ) (] )u v
and by substituting the explicit TM form,
L0\ _ ([ My My Lo My M (3.42)
0 -1 M}, M, 0 -1 My M )’ '

we arrive to the following constraints for the TM elements:

|My1 2 = |Moi* =1

|Maa|? — |Mya|> =1 (3.43)
M Mg = Mgy Moo

In the following, we will see that these constraints will be further reduced when we
take the time-reversal symmetry into consideration.

Time-Reversal Symmetry

The effect of time-reversal symmetry in a time-independent scattering problem with
incident and scattered plane waves, is to change the incoming waves to outgoing and
the vice-versa. Thus, Eq. (B.33), under time-reversal can be written as:

(45 ) -m(400). 49
which with the use of the o, Pauli matrix becomes:
AN\ AF
Oy ( A ) = Mo, ( A (3.46)

AL* 0 1 0 1 AT*
(E)-(Tm( (&) ow

The comparison of the above equation with the complex conjugate of Eq. (8.33):

) ()
B | =M* L (3.48)
(4 ) oo (4
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leads finally to the TM relation:

0 1 0 1 .
<10>M<10>:M. (3.49)

Evidently, the constraints imposed on the TM elements from the time-reversal symmetry
are:
M11 = MékQ N M21 = Mik2 (350)

Equation (B.50) combined with the conditions in Eq. (8.43), yields that:
| M| — [ Mya|* =1, (3.51)

or, in other words:
detM = 1. (3.52)

Note also, that the trace of the TM is a real number TrM = M + M7,. Based on all
the above, we can conclude that when time reversal symmetry and current conservation
are fulfilled, the TM is unimodular (detM = 1) and has the general form:

My Mia
M= (3.53)
M7, M.
Transmission and Reflection

Previously it was shown that the S-matrix can be expressed via the transmission and
reflection amplitudes as:
/
ot
S= < > (3.54)

tor

The TM is also possible to be expressed in the same manner if the ¢, ¢/, r, 7’ are

substituted in Eq. (8.34):

v —rt= 1 1
M = . (3.55)
_tf]_,r,/ t*].

A further simplification in the above expression can be achieved with the use of equation
St S12 = S5, S92 (see Eq. (B.18), which becomes:

rtTh = ('t (3.56)
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t

A
R
g A (z) Af(a)
=
S-matrix
S + _
= Ay () Ag(@)
S
S .
A P L eft ............... Tranfer matrix = e w 1ght .......

FIGURE 3.2: Wave scattered off an arbitrary scatterer. The S-matrix relates amplitudes
before the scattering (incoming) with amplitudes after the scattering (outgoing). The
transfer matrix relates amplitudes on the left and right side of the scatterer.

The matrix element M, subsequently becomes:

_T'+R
)

My =t —rt ' =t+ R () )t

Considering also that in the presence of time-reversal symmetry ¢ = ¢/, the TM becomes:

A A
M= ) (3.57)
—t_1T/ t_l
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3.3 O-Matrix formulation for scattering

Let us consider a plane wave scattered from an arbitrary barrier with global parity (GP).
On left (Ihs) and on the right (rhs) hand side of the barrier the plane waves are:

U (x) = Aet*® 4 Be~ike (3.58)

Ur(z) = Cet*® 4 De~ike (3.59)

The corresponding transfer matrix (TM) which describes the propagation from the lhs

to the rhs is:
A w oz C

From the TM emerge the following two complex equations:
A=wC+ 2D (3.61)

B =zz*C+w*D, (3.62)

which lead to the following 4 x 4 TM if real and imaginary parts are separated:

AR WR —Wr ZR  —ZT Cr

Ar | _ | wr wr oz ZR Cr (3.63)
Br ZR 21  WR W Dgr '

By —ZI 2R —W[ WR Dy

3.4 Relation between the Q and the transfer matrix.

In Chapter [ we introduced the Q-matrix as an alternative expression of the generalized
Bloch and parity theorems and showed how it relates the wave fields on either side of
the potential W(z).

A common property between the TM and the Q-matrix is that both can describe the
propagation through several domains simply by multiplying the TM or Q-matrices of
the respective domains. Equation (2.112) connects the lhs of an LP symmetric domain
with the rhs, in an equivalent manner to the TM. In this sense, it makes a transfer
from a point on one side of the domain D,, to its symmetric with respect to the corre-
sponding symmetry axis. Also, the Q-matrix links the wave-functions, on either side of
the symmetric domain, in their general form and does not require plane wave bound-
ary conditions. The close resemblance to the functionality of the transfer matrix, along
with certain common properties as the unimodularity and the multiplicativity, raises
the connection whether a connection between these two approaches exist.
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By solving Egs. (B.61), (8.62) with respect to w, w*, respectively we get:

A—2zD ., B—zC
Having considered the complex conjugate of the latter, the equation of the two expres-

sions for w, yields:

w =

z (|C]* = |D|?) = B*C — AD*, (3.65)

which combined with the expression for the probability current of a plane wave J =
k (|C|> — |D|?). relates the matrix element z with the plane wave coefficients:

2 = (B C_JD A)k. (3.66)

Similarly, the substitution of w = 4722 into Eq. (B.66) leads to:

W= (© A_JB D)k. (3.67)

We consider now an LP symmetric domain D,,, which may be part of a larger,
completely LP symmetric setup. On either side of D,,, and on its boundaries, the wave-
functions are plane waves given by Egs. (8.58), (B.59). The substitution of Egs. (8.58), (.59
into Eqs. (2.79). (£.76). leads to an equivalent expression for invariants Q and Q,
namely:

Q = 2ik (ACeZika . BDe’Q““O‘> (3.68)

and

O = 2ik (AD*eMO‘ . Bc*e—%’m) (3.69)
The solution of Egs. (B.68), (B.69) with respect to A and B,
Z'e—2ikoc (QVD . QC*>

A= 2 (3.70)
ie?ika (@C _ QD*>
b= 7
2.J (3.71)
and their substitution to Eqs. (3.66), (8.67) yields:
,L'kefZika . . "
= o (oD Qe D~ (I0f - 1pP)] (372
and .
dkemER o~ B 2 2
v =g 200D - aep - @ (37
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For convenience we define:

k ~
U= [@epsee -G (or - IpP)], ReR 370

to facilitate the polar expression of the matrix element z, z = U e~ 2ika op
z = Ue ka=3), (3.75)

In the case where the center of the domain D,, is at «,, = 0, then z € I, as one
would expect. This result is consistent with the fixed phase value ¢, = 5 of the matrix
element z, in the case of a globally symmetric domain with its symmetry axis placed at
oy, = 0. Nevertheless, here it is shown that in the general case where the LP symmetric
domain D,, is part of an aperiodic, globally non-symmetric setup, the TM element z,,,
corresponding to D,,, has also fixed phase, equal to:

¢ = g — 2%kaym, (3.76)
where «,, is the position of the symmetry axis.

In order to relate the TM of the LP domain D,, to the respective Q—matrix, a direct
correspondence between z%m), z}m), wgzm), w§m) and qlm), qém), qim) should be derived.
Equations (B.72), (B.73) involve coefficients C, C*, D, D*, rendering this direct cor-
respondence impossible. Nonetheless, if we treat the domain D,, individually instead
as part of the total aperiodic setup, we have the following correspondence to the plane
wave coefficients:

A—1, B—-R, C—>1T, D—0,

where 1 is the amplitude of the incident wave and R, T' the reflection and the trans-
mission amplitudes respectively. Under this assumption, Eq. (8.72) becomes:

ik —2itka _
—ZZTQ|T|2 (3.77)

z =

and by substituting |7'|> = £ we finally obtain:

Q e—Zik’oa

“ T 90 ’

(3.78)
where the connection between z and @ is direct. Accordingly, Eqs. (8.67), (8.68) become,

w= " (3.79)
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and

Q= 2ike? T =
T = - & edike, (3.80)

respectively. Finally, we find that w can be expressed only with () and the position of
the symmetry axis of the domain D,,:

_gemka'
2iJ

(3.81)

As an example on how the TM can be expressed in terms of the imaginary invariants
¢i» we turn to the case of parity, where the transform for a the LP symmetric domain D,,

is F'(z) = 2a,, — x. The complex invariants @, Q can be trivially expressed via the real

invariants g1, g2, q4 by substituting in Egs. (2.7, (2.76) the real and imaginary parts of
the wave function (Re ¥,,(z), Im ¥,,(x)) and subsequently identifying the expressions
of ¢1, g2, qa. The corresponding equations are:

Q = (q1 — q4) + 2igo (3.82)

and

Q=q +qs (3.83)
If we insert Egs. (8.82). (.83) into Eqs. (B.78). (B.81) and separate real and imaginary

parts, we obtain a direct connection between the TM and the O-matrix elements:

TABLE 3.1: Transfer Matrix elements expressed with invariants ¢ (o # 0)

z w
2R = _% sin(2ka) wp = — L sin(2ka) + 4 cos(2ka)
2 = —% cos(2ka) wy = B cos(2ka) + 2 sin(2ka)

In the case where the set-up is globally parity symmetric, centred around a = 0, the
above expressions are greatly simplified:
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TABLE 3.2: Transfer Matrix elements expressed with invariants ¢ (v = 0)

z w

ZR:O wR:qf

2r = _Q1;:7q4 wR = q12—JQ4




CHAPTER 4

REFLECTIONS AND THE LOCAL PARITY
FORMALISM

4.1 Introduction

A particularly relevant symmetry operation is the reflection of an object. Depending
on the dimensionality of the system, the object can be reflected through a mirror axis,
a plane or a hyperplane. The reflection operation performs a mapping from an Eu-
clidean space to itself and can be regarded as an isometry with a hyperplane. The
hyperplane type depends on the space dimensionality in one-dimension it is a point,
in two-dimensions it is an axis and in three-dimensions it is a plane. In every case this
hyperplane is a set of fixed points and with the term isometry we refer to a distance
preserving mapping from a metric space to another metric space.

In this chapter we describe in detail the reflection symmetry, when acting both
globally and in arbitrary, finite space domains in classical and quantum physical systems.
We outline briefly its basic properties in both case and also show how translations in
one-dimensfion emerge from reflections through certain axes. Then, our analysis turns
to symmetries fulfilled in finite space domains and especially to Local Parity (LP). The
concept of Local Parity [66,67], is of central importance in the following chapters.
Therefore, we develop a mathematically consistent scheme for the description of this
operation by defining the LP operator and its properties. This scheme can be considered
as an alternative to the approach which utilizes the symmetry induced invariants @, @
Instead of using the pairs of {Q, @m} for every locally symmetric domain, one can
define local translation and parity operators which act as the regular operators within
the relevant domains and as the identity operator on the rest of the set-up.

The link of the LP operator with quantum mechanical and classical wave scatter-
ing problems is provided by the commutation of the LP operator with a generalized

Helmholtz operator of Eq. (2.82).

71
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4.2 Global Parity

4.2.1 Reflections in Classical Physics

Consider a vector r in the three-dimensional Euclidean space R? with coordinates given
by r; = e;r. A spatial reflection of r can be seen either as a passive transformation e; —
—e; which affects the coordinate system or an active transformation r; — —r;, where the
coordinate system remains unaffected and every component of r is transformed. The
reflection of r can be understood as the result of the parity operator P when acting on .

Pr—_r (4.1)

In classical mechanics usually we restrict ourselves in R3. Then in matrix notation the
parity operator P can be written as:

PoP= 0 -1 0 |=-1I (4.2)

where [ is the 3-D unit matrix. Under the prism of an eigenvalue problem, r is an
eigenvector of P and the parity eigenvalue is A = —1. The repeated action of the
operator P in Eq [s.1 yields:

Plr=MNr=r (4.3)

Thus, the possible eigenvalues are A = £1. The vectors with negative parity A\ = —1
are referred as “polar” vectors, while these with positive parity A = +1 as “axial” or
“pseudo” vectors [118]. Most vectors in kinematics, like the position vector (Pr = —r),
velocity, acceleration and momentum are polar. On the other hand, the cross product of
polar vectors results in an axial vector. An illustrative example is the angular momentum
L=rxp:

A~ A ~

PL = 75(r><p) = Prx Pp
PL = L (4.4)
Formally, a function f(x,y,z) under a parity transformation becomes f(—z,—y, —z)

and in the simpler one-dimensional case f(z) — f(—x). The function f(x) under parity
inversion is:

e f(—z) = f(z) . symmetric
e f(—x)=—f(x) , antisymmetric

In the case where not all coordinates are transformed we have a partial reflection
leading to a mirror image. For example, if + -+ —x, y — y and 2z — z, then a reflection
through the y — z-plane occurs.
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4.2.2 Reflection transformations in one-dimension

Here we will show that any translation of an object in 1-D is equivalent to two reflections.
Consider two points x; and z9 lying in the z-axis. The translation of a point particle
from z; to x3 is equivalent to its reflection through the mirror axis lying in the center
o= 3”1‘2"7“ of [x1,z2]. However, if the object is extended from a to b, then the translation
by a distance L is equivalent to two reflections. To show this, let us denote with o' the
center of [a, b], which determines the position of the object prior to any transformation
and o the center of the [c, d] which determines the position of the object after has been
translated by L. The parameters o/ and o are linked via the relation:

o' =d + L (4.5)

Next, we consider the positions of the object’s center (o/, o) prior and after the trans-
lation by L and denote the center of the region defined by o/ and o” as a:

Oé// + Oé/

5 (4.6)

o =

Eliminating o/ from Eq. (4.5) yields:
2" =2a+ L (4.7)

In the first place we will show that for an extended object the equivalence between a
translation and a single reflection, leads to a contradiction. To this aim, let = € [a, b] with
a < x < o which, under a reflection with respect to mirror axis «, is transformed as:

7 =2a-—x (4.8)
By inserting Eq. (4.7) into Eq. (¢.8) we get:
¥=2d"-L—ux (4.9

Since we impose that the translation and the reflection are equivalent, it should hold
for z:

¥=xz+1L (4.10)
Then, the combination of Eqs (¢.9), (6.10) leads to:
r=d - L=z=d (4.11)

which is contradictory to the initial assumption that € [a, ). The same can be shown
for o/ < 2 < b. However, if the first reflection is followed by a second with respect to
the axis in o, the new position z” will be:

2 =2d" -1 (4.12)
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Substituting Eq. (b.8) and subsequently Eq. (4.7) we finally obtain:
2 =L+, (4.13)

which indicates that any translation of an object in one-dimension is equivalent to two
reflections.
4.2.3 Reflections in Quantum Physics

The quantum parity operator II essentially differs from its classical counterpart P since
the latter acts on vectors in R? (or R in the 1-D case) while the former acts on state
vectors in Hilbert space. The link between II and P is provided by the relation:

mr) = [Pr) = |—71) (4.14)

In analogy with the classical case, if we act again with IT on both sides of Eq. (%.14)
we obtain:

7 =71 (4.15)

)

which in turn leads to the conclusion that the quantum parity operator is an involutory
matrix, that is, it is its own inverse:

' = I (4.16)
If |b) is an eigenstate of II, the corresponding eigenvalue problem is
IID) = Xo|b). (4.17)
A turther action of IT on either side of Eq. (k.17 leads to
IT?b) = A2|b) (4.18)
and by employing Eq. ({.16) we find that the eigenvalues are:
A = *L1. (4.19)
Consequently, the eigenvalues of IT are real and the respective eigenstates have either
positive (A, = 1) or negative (\, = —1) parity.
Another property of the parity operator is that it is also Hermitian:
(|I|ry = (x| —7) = 6(r+7) (4.20)

W)y = (| —r)* = d(r+7r) (4.21)
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and since
Sr+r) =68r+7r),

we arrive at:

o =1 (4.22)
From Egs. (b.15), (6.22) we conclude that the the IT is also unitary:

A~

It = Irt (4.23)

4.3 From Global to Local Parity

In Physics, commonly we refer to a system as “spatially symmetric” when the considered
symmetry is global holding in the whole space. Nonetheless, as it has been mentioned
global spatial symmetry in most cases pertains exactly to structurally simple isolated
systems and idealized models. The treatment of symmetries which do not occur in
the whole space either because they act only in restricted space domains or because
they are approximate, is in principle not trivial. For example, in order to quantify the
presence of approximate symmetries in certain systems, symmetry measures [119,120]
have been proposed. These are constructed so that they reflect the degree to which the
system remains unaffected under specific symmetry operations. Up to now, we have
seen that when the symmetry of a system under spatial transformations is globally
broken, remnants of it -expressed through non-vanishing invariants- can be preserved
at new local scales. In such cases, the symmetry is not completely destroyed (as in a
disordered system) and the invariance of certain physical properties under the new local
symmetries is still able to affect the system’s behaviour. If a system can be completely
covered by spatial domains where its structure exhibits such local symmetry, it can be
regarded as completely locally symmetric. Since these domains can be of variable extent and
at different locations within a single system, there is, in general, a multitude of possible
local symmetry decompositions with different symmetry scales and axes [66,67], as
demonstrated in Fig. §.3.

4.4 The Local Parity operator

To quantify in a rigorous way the concept of LP, we introduce the LP operation, which
performs the usual parity transform in a finite sub-domain D of the configuration space
(the z-axis in 1-D) and acts in the remaining part, up to a sign, as the identity operator.
This definition of local parity preserves its spectral equivalence to global parity since
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FIGURE 4.1: Local symmetries in 1D. Schematic of a completely local parity symmetric
set-up. The arcs depict two different decompositions in LP symmetric domains.

its eigenvalues can be again +1. Also we consider that D begins at x = a and ends at
z = b. The single LP operator II” (s = +1 denotes even and odd parity transform)
referring to D, is parametrized by the location of its inversion point o and the size
L = b—a of D. Note that the LP approach which we will follow is general and it can
be applied to several wave-mechanical systems e.g. quantum, photonic, acoustic etc,
which in the time-independent regime are described by the Helmholtz equation. The
generalized wave-function will be denoted as A(z). Thus, the action of the LP operator
fY? on an arbitrary, z-dependent field is:

IPA@) = 6 (g e ay> A20 - z)
+ s e (|:E —a| — §> A(z), s==1 (4.24)

where © is the Heaviside step function. That is, in addition to inverting the argument
of A(x) within D, IT? changes its sign outside D, while ﬁf retains it.

When the spatial extent of the domain D covers the entire x-space, that is L — oo,
the LP operator reduces to the global parity operator. In this sense, the LP operation
can be regarded as a generalization of global parity, describing a larger variety of more
realistic physical systems. Since (IIP)? = 1, either one of the two operators has two
eigenvalues, A\, = +1. The corresponding sets of eigenstates of the II” each have two
parts, one odd and one even, as shown schematically in Fig. .2. The even eigenstates of
IIP as well as the odd of ﬁf necessarily vanish outside D. Therefore they correspond
to isolated bound states which posses global definite parity. On the contrary, even and
odd eigenstates of ﬁf and 177, respectively, are arbitrary outside D. In this case, local
parity can be fulfilled in a non-trivial manner. The latter case is relevant for scattering,
since it implies open boundary conditions.
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By writing Eq. (6.24) in the form
IPA@) = O <a: ~a- §)> A(20 — )
+ s C) <£L' — (a+ §)> A(x), (4.25)

it is straightforward to show that two different LP operators II gl, H D2 commute if the
associated domains D;, Dy don’t overlap. Subsequent application of N N+ +N_ non-
overlapping single LP transforms, where N. is the number of acting II1" operators,

thus corresponds to a total LP operator
A N A
=1l sn==1 (4.26)

having again two eigenvalues A\ = [[_, As, = 1. As a consequence of the properties
of the LP eigenstates, seen in Fig. .2, an eigenstate of IT can be non-vanishing only in
a single subdomain D, if it is an eigenstate of IIX" with opposite eigenvalue ), = F1.
Therefore, an eigenstate of IT (with eigenvalue A = (—1)"~) is non-vanishing in multiple
subdomains, and thereby relevant for scattering, only if it is a simultaneous eigenstate
of each ﬁg’b with eigenvalue A, = s,,.

As we will see in the following, the transport properties of a system, in relation
with the existence of LP, is provided by the commutation of the generalized Helmholtz
operator §) = % + W(z) with the total LP operator of the set-up IT. The commutation
of Q explicitly lead to its commutation with each IA]sDn". The term W(z) = k?(z) is
a real potential term generated by the effective wave vector x(x) and describes the
inhomogeneity of the medium where the wave propagation takes place. In the case of
a quantum system A(x) is the wavefunction in z-representation, W(z) = 25%1(5 —V(z))
with m being the mass, ¢ the incident energy of the quantum particle and V(x) the
potential. For electromagnetic waves with frequency w, A(x) represents the electric field

and W(z) = w2n 2 where n(z) is the (z-dependent) refractive index of the medium
of propagation. Cons1der a completely LP symmetric potential W/ (z), which can be

decomposed in N LP symmetric domains D,, = [a;, — % o, + %], each one being
symmetric about a,
W(z) =WQRay, —z) VYreD, n=1,..,N, (4.27)

We remind the reader that the term “completely LP symmetric” refers to fact that the
N non-overlapping domains of the decomposition, cover the entire extent of the set-up.
The action of the commutator associated with the n-th subdomain then reads
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A(2){A2ay, — x) — spA(x)} — (4.28)
) {A' (2an — x) + sy A'(2)}, s =E1

where A(z) = 0(x — vy — %) —0(r —ap + %) is a sum of boundary Dirac J-functions
and the prime denotes differentiation with respect to x. The detailed calculation of the
commutator is presented in Appendix [A]. Note that, whereas []AYQL", W]A(z) = W(z) —
W(2a, — z)]A(20, — ) = 0 for = € D,, by assumption, the kinetic term in €2 leads
to non-vanishing boundary terms. The commutation is then manifest in a weak sense,
which indicates that the commutator acts on a state .A(z) and becomes zero under
certain conditions. In the same manner, ) will commute weakly also with the total LP
operator II , since

Q, IMA(x) = [, HnDn JIIPN A(z)
= )\SN[Q7 H ﬁsDn ;DNN 11“4( )

— <HA> Q, TP A(z) = 0. (4.29)

The weak commutation relation [, II]A(z) = 0 imposes N conditions on the wave
field A(z) in order to be LP definite in every LP symmetric domain:

A(z) = (2an —x), x€D,, n=12..N. (4.30)

In polar representation where A(z) = \/p(x)e*?®), we get accordingly 2N conditions
,o(ac) IO(QOM ) (4.31)
o(z) =20y — )+ L=50m ;")W (4.32)

for the probability density p(z) and for the phase ¢(x) defined up to mod(2w). The
violation of one of these two conditions implies a breaking of LP symmetry. In the
next chapters we will see that a remnant of this breaking manifests in a class of perfect
transmission resonances, where LP symmetry appears in the module of A(x).

4.4.1 Properties of the LP operator

The existence of the Heaviside Theta functions in the definition of the LP operator does
not allow the direct generalization of the global parity operator properties to the case
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A=+1
D
H-I—
e ——
A=—1
A=+1
HD
A=-1

FIGURE 4.2: Real parts of local parity eigenstates, shown for a single sub-domain
D. The eigenstates of ﬁf with eigenvalue A = +1 are even within D and arbitrary
outside. These allow open boundary condition and correspond to scattering states. The
same holds for the eigenstates of /T2 with A\ = —1. These are odd within D and

arbitrary outside. Eigenstates of ﬁf with eigenvalue A = —1 are odd within D and zero
outside, corresponding to bound states. The same situation holds respectively for 117
with eigenvalue A = 1.

of local parity. Here we will show certain properties of the LP operator, namely the
hermiticity and the unitarity.

Hermiticity of the LP operator

Considering the LP operator IAYQ" which acts on the n-th subdomain D,, (extending
from a to b) as the parity operator and in the rest z-axis as the identity operator I, we
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calculate the integral:
([P A(2)|A(z)) = /_ Z (12 Aw)) " Alw)da (4.33)
- /_Z A (20— 2) [B(x — a) — O — b)) Alx)de
+ / Z A(2) [6(a — ) + O — b)) Alx)dz,

where we have used Eq. ({.24) with s,, = 1, denoting an even parity transform, L = b—a

and o = GTH’.

For the Hermiticity of the operator it must hold that:
(I A@)|A(@) = (A Ax)) = (10" A)| A())" (4.34)

Then, we calculate the integral:

<A($)’ﬁ§1"./4($>> = /00 A*(ac)ﬁﬁ"fl(:):)dx (4.35)

= /oo A*(z) [©(z — a) — O(z — b)] A(2a — z)dx
¢ [ a5+ 6l b Aty

where the second term is the same with the second term of Eq. (.33). Therefore, for
Eq. (§.34) to hold, we consider the first term of Eq. (4.33):

/OO A* (20— 2) [O(x — a) — Oz — b)] A(z)dz (4.36)

Changing variables

¥ =2a—z
dr = —di’
r=a — 2'=b

r=b — 2’ =a.

we are led to:
o0

A*(@') [O(b—a') — O(a — 2)] AQa — 2")da’. (4.37)

—00

Based on the Heaviside Theta function property:

O(—z) =1 - O(z), (4.38)
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for ©(b — ') and ©(a — z’) will hold:

Ob—1')=1-060(z' -b)
Ola—2") =1—-6(x' —a)

and the integral, in turn, takes the form:
/ A*(2a — 2') [O(a" — b) — O(z' — a)] A(z)da'. (4.39)
Consequently, the LP operator is Hermitian.

Unitarity of the LP operator

The LP operator ﬁg’L which acts on the wave field A(x) in the n-th subdomain D, is
defined in Eq. ({.24), which can be written in the following form:

TP A(z) =  [©(x—a)—6O(z—b)]A2a—z)
+ s O(a—x)+ 6 (z—0b)|A(z), s==1 (4.40)
A subsequent action of IT”" on Eq. (k.40 leads to:
(B2) A@) = [Be—a) -6 (@b A)
+ 52 ©(a—2)4+ 6 (z—b)] A(z) (4.41)

and consequently:
(1) Aw) = 0@ —a)~O@—D)+O(a—2)+O @b A) (542
Finally, using the Heaviside Theta function property ©(—z) = 1 — ©(x) we are led to:
(12 Aw) = Aw). (4.43)
which in turn implies that the operator IT Dn is involutory as the global parity operator:
(a2) = 1= i = (aP) (4.44)
Since ﬁgn is Hermitian (ﬁg’l)T = ]73”, then from Eq. (h.44) we conclude that the

TDn tarve
operator Il is also unitary:

(ﬁDn)T - (ﬁ‘?n)*l , (4.45)

Sn
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CHAPTER 5

LOCAL PARITY AND SCATTERING IN
APERIODIC MEDIA

5.1 Introduction

As it has already been mentioned in the previous chapters, transport properties and their
control in inhomogeneous media has developed into a field of intense study. Systems
with complex geometric structure [61] by suitably manipulating their characteristics,
may demonstrate a large variety of applications to quantum [81,121], photonic [122],
acoustic [20] and magnonic [123] systems. Quasi-periodic and aperiodic systems pos-
sess a central role both in understanding the fundamental concepts which govern the
transitions from perfectly periodic order to randomness and in the development and
design of devices with controllable transport properties, which we will discuss in detail
in the next chapter.

Here we show how LP symmetry, can serve as a tool for the interpretation and clas-
sification of perfect transmissions resonances (PTRs) in globally non-symmetric systems
and specifically, in systems with quasi-periodicity and aperiodicity. We explain in detail
the role of multiple LP symmetry scales in the existence of PTRs and propose a frame-
work providing a link between the PTR classification introduced in [14] for photonic
multilayers and the physical properties originating from the local parity symmetries of
the potential. However, our analysis extends so that it is applicable to a wide range
of wave scattering, inhomogeneous devices (e.g. i.e. quantum, photonic and acoustic),
offering the unique possibility to relate geometrical characteristics with transmission
properties in a direct manner. Typical examples are systems possessing quasi-periodic
Fibonacci [67-59], fractal Cantor [91-93] or even more general geometry [124] leading
to scaling and self-similarity of the corresponding transmission spectra.

We also extend the use of the symmetry induced invariants, introduced in Chapter
and show how they can impose a geometric interpretation of PTRs in the complex plane.

83
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FIGURE 5.1: Aperiodic, completely local parity symmetric setup. Each different color
layer stands for a different (LP symmetric) scatterer, corresponding to i.e. a quantum or
a photonic system. The dashed and solid arcs depict 3 and 4 LP symmetric domains Dy,
and Dy for two different decompositions, respectively. As an example, a single domain
D,,, has length L,, and extends around the local symmetry axis oy,.

This, in turn, facilitates an alternative PTR classification.

5.2 Symmetry scales in aperiodic systems

The decomposition of a completely LP symmetric setup in LP symmetric domains, may
occur in more than one ways and a setup which offers this possibility is regarded as
one with multiple symmetry scales. For reasons of clarity, we consider an aperiodic device
consisted of N scatterers. These scatterers can be grouped in M LP symmetric domains
D) around the corresponding LP symmetry axes, which, in turn, cover the entire device.
Nevertheless, the N scatterers can be also grouped in K LP symmetric domains Dk,
around new LP symmetry axes, again covering the entire device. To be concrete, Fig. b.1
illustrates such a system. Each different color layer stands for a different (LP symmetric)
scatterer. In a quantum system these could correspond to barriers or wells whether in
photonic systems to dielectrics of different refraction index. The arcs delimit the LP
symmetric domains, comprising each decomposition. Particularly, the dashed and solid
arcs denote two possible -but not the only- different decompositions in LP symmetric
domains, consisting of 3 and 4 LP symmetric domains (Dy;, Dk). Note, that in each
decomposition the domains which constitute it, should be non-overlapping.

In the following sections we will show how the multitude of the possible decompo-
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sitions of a completely LP symmetric device, can affect its transmission properties and
specifically the emergence of PTRs.

5.2.1 Global properties emerging from local invariants

Let us return to the definition of the first complex locally invariant quantity @,
which was introduced in Chapter . Here we restrict ourselves to parity transforms
(F(z) = 2a — z), where « is the position of the symmetry axis of the parity symmetric
domain.

Q=AR2a—2)A () — A(2a — z)A(x). (5.1

For a completely LP symmetric setup which is decomposable in N LP symmetric do-
mains, there exist IV, generally different, invariants (),,,, m = 1,...N, each one corre-
sponding to the domain D,,, = [%,—1,Zm]|. Note here the values of the @),,, depend on
the considered local symmetry decomposition and on the input generalized energy e.
The importance of the invariants ) and Q was revealed in Chapter [ with the
generalization of Bloch and parity theorems [105]. Here we will show how they enable
the classification of a perfect transmission resonance according of the corresponding
field configurations in terms of local (parity) symmetries. For this purpose we evaluate

Qm

Qm = AQay, — 2)A'(z) — A (20, — ) A(x) (5.2)
for x = x,,,, which correspond to the boundaries of each domain D,,, so that:
Qm = Alxm_1)A (xm) — A(2m_1)A(Tm). (5.3)
By dividing Eq. (5.3) with the product A(z,,_1)A(z,,) we arrive at:
/ /
Alem) | Alem) Orm m=1,2,..,N (5.4)

Alzm-1)  Alzm)  Al@m-1) Alzm)’
and set the right-hand side as:

Qm
A(@m—1) A(zm)

The scaled currents V,,, at a given energy ¢, involve information exclusively for the
corresponding sub-domains D,,, since the (), characterizes the specific sub-domain
and the wave fields in the denominator are computed at its boundaries. In the resulting
system of the N Eqs. (5.4). we subtract the first two and add the result to the third.
The resulting equation is subtracted from the fourth and so on. This procedure finally
yields:

Vin (5.5)

A’(20) Aay) & m— _
(=N o) g(_n W, = ¢ (5.6)

m=1
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which depends only on the field at the set-up’s global boundaries ¢, zy. Having in mind
that we want to study the influence of LP symmetry on the transmission properties and
especially on PTRs, it is convenient to express the field A(z) in its polar representation,
in order to involve its module u(z),

Alz) = [A(2)|e¥? = u(a)e'®), (5.7)
so that Eq. (5.6) becomes

L=i[¢(w0) — (—1)V¢ (an))]
wizo) ywu(an) (5.8)

u(zo) u(zn)

In the following sections we will ascertain that the global quantity £ when it is
combined with the local quantities V,,, utilize a categorization of the scattering states of
the system employing their geometric interpretation.

5.3 Scattering from piecewise constant setups

We now turn to the effects that LP symmetry induces to scattering from a completely
LP symmetric 1-D (generalized) potential of the form

N
W)= > Wn(z) O(Lm/2 & — am), (5.9)
m=1

where W(x) is of compact support. Thereby, the scattering potential W(z) is consisted
of N, non-overlapping units, symmetric about the LP axis at x = o, with widths L,,,
which are denoted as W), (). The complex wave field .A(x) which satisfies the Helmholtz
equation is uniquely determined by its boundary conditions at the ends g, xx of the
potential. In the cases which we will consider, symmetric and asymmetric asymptotic
conditions are imposed with plane waves of the form:

A(z) = Ae™™® 4 Be™ e (5.10)

where £ is the wave number, determined by the wave incident (generalized) energy e.
Note, that the term “generalized” is used to include both, energies for quantum mechan-
ical particles and frequencies for optical or acoustic setups. There are two different kinds
of asymptotic conditions in such scattering set-ups: (i) symmetric asymptotic conditions
(SAC), where the wave incidence occurs both from the lhs and the rhs of the poten-
tial, with equal amplitudes and (ii) asymmetric asymptotic conditions (AAC), where
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the incidence occurs only from one side of the potential. The corresponding asymptotic
ingoing amplitudes are linked to the outgoing ones via the S-matrix

S:(’" f) (5.11)
t r

which as we saw in Chapter [ is unitary due to current conservation and symmetric
due to time-reversal symmetry. Accordingly, in the transfer matrix (TM) representation,
the plane wave amplitudes in the lhs of the potential are related to those in the rhs.

M= ( ot > (5.12)

—t_lT/ t_l

5.3.1 Scattering under SAC in locally symmetric media

In an aperiodic -though completely LP symmetric set-up- we impose SAC, so that
incoming waves of the same amplitude arrive on either side of W(z). We consider a
solution A(z) which satisfies the Helmholtz equation and also is locally parity symmetric
in every LP symmetric domain of the particular decomposition. In other words, the wave
field A(x) is a simultaneous eigenstate of the Helmholtz

A d?
Q= 2T W(z), (5.13)
and the total LP operator
N
o= 1] aP, (5.14)
m=1

This occurs under the validity of the weak commutation relation (see Appendix [A])
[Q, Jﬂ Alz) =0, (5.15)

from which it stems that for an LP definite A(z) = u(z)e’?®) where u(z) = |A(z)] it
holds that:
w20, — x) = u(x) (5.16)

and
©(2am — x) = p(z), (5.17)

for each LP symmetric domain D,,,. This implies that the phase derivative ¢'(z) should
be locally antisymmetric. Next, by replacing the polar form of the field

A(w) = u(z)e??,
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into the current equation
J = A (2)Al(x) = A(z) A" (@), (5.18)

we arrive at
J = u(z)¢'(z), (5.19)

which expresses the probability current in the quantum mechanical case or energy
density current in wave mechanical systems, e.g. optics. The current J, however, is
a constant, positive quantity and the field magnitude u(z) is positive and LP definite
within the domain D,,. Consequently, the phase slope ¢'(z) should be also symmetric,
which is contradictory to the fact that the LP symmetry of .A(z) leads to symmetric ¢(z)
and antisymmetric ¢'(x). This incompatibility is lifted only in the case where ¢/(z) =0
and the phase ¢(x) is constant. There are interesting implications based on this result.
The phase ¢(z) is locally constant within WW(z) regions, where A(z) doesn’t change
sign. The occurrence of this effect is attributed to the alternating sign of the field A(x).
Since the module u(x) is always greater than or equal to zero, the wave function can
only change sign due to the phase ¢(x). Thereby, in every point where A(x) = 0 (and
also u(z) = 0), the phase changes by +n, inducing in this manner a minus sign (e'™)
in front of the phase factor ¢*#(*), Thus, ¢(x) behaves as a ©-fucntion and ¢/(z) as a
d-function, whenever the field changes sign (A(z) = 0) and consequently, any possible
irregularities in the continuity equation appear there (A(z) = 0) and not to the interfaces
between adjacent barrier or domains.

An interesting property of states with completely LP symmetric field profile is that,
since it holds ¢/(z) = 0, Eq. (5.19) yields that J = 0. In other words, states with LP
symmetric A(x) profile in every LP symmetric domain, carry zero current. We will
refer to these states as zero-current states (ZCS). Such states provide a link between the
concept of LP and an observable as the current J, when SAC are imposed. Note, that
in such states the inversion symmetry is retained Vz € R and the space invariant @)
vanishes. Nevertheless, definite LP is not a necessary condition for a ZCS emergence.
As an example we can consider the case of perfect transmission under asymmetric
asymptotic condition where the incidence of the wave occurs from only one side of the
potential. In such a state, by imposing SAC we recover a ZCS, which however is not LP
definite within the interaction region.

5.3.2 Asymptotic conditions and symmetry breaking

With the most common scattering case in mind, we turn now to wave incidence only

from the lhs of the potential YW (z). Thereby, since the amplitudes of the incoming plane

waves are now ((1)) in the |+)-space, the symmetry of the system is explicitly broken.
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Particularly, the wave functions on either side of the (generalized) potential, are given
by the plane wave expressions:

Ap(z) = e 4 re % (5.20)

and A
Ag(x) = te"™™. (5.21)

The current J is non-zero, except from the trivial case of total reflection, which we will
not consider here. Nonetheless, since J # 0, the LP condition in Eq. () is violated
in the following manner: Assuming that Eq. (5.16) holds, we have from the spatial
invariance of the current:

J(x) =J2apm, — ) =
uw(z)¢ (2) =uam — )¢’ (20 — 7). (5.22)

From Eq. (5.16) we get that p(z) = p(20, — ) and therefore ¢/(z) = —¢' (20, — ),
which combined with Eq. (5.29) suggests that

u(r) = —u(2am, —x) =0, (5.23)

since the module of the field is always positive definite. Necessarily then, we conclude
that, under AAC, the LP symmetry can be fulfilled in the module u(x), though this
is not possible for the phase. Obviously then, under AAC, it is impossible to get a LP
definite field A(x).

5.3.3 Perfect transmission in locally symmetric media

The manifestation of the aforementioned symmetry of u(z), has a significant role in
the transmission properties of a completely LP symmetric medium and particularly in the
emergence of perfect transmitting resonances (PTRs). In a lossless medium, as the one
under consideration, the transmission 7' and reflection R coefficients are related via the
relation R + 7T = 1 due to energy conservation. In the quantum mechanical case this
equation expresses the conservation of probability (unitarity).

As the incident wave propagates through a composite, inhomogeneous medium with
varying scatterers W,,(z), it is multiply scattered and the counter-propagating waves
interfere into the stationary scattering state. Although the various parts of the medium
may all exhibit finite reflection, the interference at resonant (generalized) energies € occurs
in such manner so that peaks appear in the transmission spectrum.

Of particular interest is the case of perfect transmission (7' = 1) through an aperiodic
multilayer. There is a wide class of examples supporting that mirror symmetry of pho-
tonic multilayers (e.g. Cantor) leads to perfectly transmitting resonances (PTRs) while
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the lack of such a symmetry is usually accompanied by the absence of perfect transmis-
sion. A transparent example of this scenario is the emergence of PTRs in multilayers with
Fibonacci geometry after appropriate symmetrization [15,16,100,125]. These results in-
dicate the direct link between global mirror symmetry and PTRs. Generally, in globally
parity symmetric set-up, an isolated [126] resonance at energy e can be shown [127] to
have symmetric u(z) and, therefore, be perfectly transmitting. The global symmetry of
u(z) at a PTR expresses the fact that the probability density of a perfectly transmitting
state cannot reveal the direction of incidence in a reflection symmetric potential.

However, recent results report the presence of PTRs in devices without mirror sym-
metry [14,65,128,129] indicating that the global mirror symmetry is a sufficient but not
necessary condition for the appearance of perfect transmission. In some cases the oc-
currence of PTRs in such devices has been attributed to ‘internal’ [15] or ‘hidden’ [65]
symmetries. Also in [14], the appearance of PTRs in an aperiodic, hybrid Fabry-Pérot-
photonic crystal device is reported. These works have significantly impelled our un-
derstanding in resonant scattering off inhomogeneous media in 1-D. However, up to
now, the link between transmission properties and the symmetries of the generalized
potential WW(z) is not yet fully understood.

Nevertheless, there is crucial remark which should be made for the aforementioned
set-ups. In every case of these, even though being globally non-symmetric, mirror sym-
metry was retained on a local scale. Specifically, they could be decomposed in smaller,
non-overlapping domains with mirror symmetric structure which cover the entire de-
vice. Even their simplest units W,,,(z) as shown in Eq. (5.9 (e.g. a dielectric slab or a
barrier) are piecewise constant. Thereby, they possess LP symmetry even in their most
trivial decomposition, that is when the set-up is decomposed in every single contained
scatterer. It has been stressed that such completely LP symmetric systems can possibly
be decomposed in a multitude of ways. So, depending on the set-up, there can exist
a several possible LP decompositions, emerging at different scales and about different
axes. Thus, the question to be posed is, whether and how, these local mirror symmet-
ric decompositions can affect the transmission properties, with respect to PTRs, in the
absence of global mirror symmetry.

Since the scattering occurs under AAC, a first attempt would be to impose the LP
condition on the field module, so that Eq. (5.16) holds in every LP symmetric domain of
the selected decomposition, and seek its possible impact on the transmission properties.
The outcome indicates that there are two possible cases for the overall probability
amplitude (see Appendix [B] for the proof):

r=20 (5.24)

or
I——L (5.25)
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where z is the start of the device. The former case obviously is the one of a PTR,
while the latter corresponds to the trivial case of total reflection. Consequently, there is
an explicit relation between the LP fulfilment on the level of the field module and the
occurrence of PTRs. Particularly, whenever u(z) is completely LP symmetric in a certain
decomposition of a completely symmetric set-up, the state is perfectly transmitting.

In the rest of our analysis we will consider only set-ups employing mirror symmetric
piecewise constant units which are commonly used in the current literature. In fact, the
majority of the current literature indicates that the occurrence of a PTR in a completely
non-parity symmetric set-up in 1-D scattering, would be extremely rare. Thus, we will
assume that PTRs occur mainly in completely local parity symmetric potentials and any
other case - if it exists - will be regarded as accidental.

To elaborate more the notion of symmetry scales, let us consider an 1-D set-up which
is comprised of two or more kinds of scatterers W,,. Each scatterer has an axis of mirror
symmetry, transferring this property also to the total potential ¥, though now as a local
symmetry. As a consequence, all potentials belonging to this class are completely LP
symmetric. Assuming that the characteristics of each scatterer (potential strength and
width) are such that each of them can resonate at a given fixed energy e then, within
every scatterer, the magnitude of the wave field u.(z) will be LP symmetric as has been
shown in Ref. [66,67]. The index e indicates the corresponding energy where the specific
profile of the module u(z) occurs. This is the most immediate realization of a complete
decomposition in LP symmetric units, for a potential in this class. However, more de-
compositions in LP symmetric units could manifest, as shown in Fig. b.1. Notice, that
each such unit may contain several scatterers. Obviously, different LP decompositions
may have different number and/or structures of such LP symmetric units.

5.3.4 Geometric interpretation and classification of PTRs

When a PTR occurs at energy e it holds that u.(z9) = uc(xny) = 1 for every z <
20, = > x. Thus, the derivatives of u.(z) in Eq. (5.8) are zero and we can write

L=1 (cp'(xg) - (—1)Ncp'(xN)) (5.26)

According to whether the setup can be decomposed in N even or odd LP symmetric

units Eq. (5.26) becomes:

i(—l)mlfj _ 0, N even (5.97)
— ™12, N odd '

m=1

or
0, N even

. (5.28)
2ik, N odd

L=iJ[1-(-1)"]= {
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where, we remind that:

Qm ‘
A(rm) A(Zma1) ’

K is the wave number of the incident wave and

Vin = k= ¢ (z0) = ¢ (zN). (5.29)

J = u*(x)¢ (z) = KT (5.30)

We write the left-hand side of the Eq. (5.4) as the logarithmic derivative of the field.

Vo= {log (%ﬂ (5.31)

This expression, together with its equivalent Eq. (5.5), consists entirely of quantities
which refer to a single LP symmetric domain D,,, thus describing specifically D,,
without inducing couplings with other domains. The substitution of the polar form
of the wave field for the case of an s-PTR, where u(z;,—1) = u(x,,) = 1, leads to
Vin = i(¢' (2m-1) + ¢ (2m)). We know, though, from Eq. (5.19), that in an s-PTR

ox)=¢Ra—12)=J =k

Thus, in an s-PTR, the possible vectors which represent each resonator, degenerate to
the vector V,, = 2ix, lying on the imaginary axis.

Beyond V,,,, for odd number of LP symmetric units (Eq. (5.27)), appears the global
parameter .J which is constant along the device. Equation (5.28) allow PTRs to acquire
a geometric character if we interpret V), as a vector in the complex plane. Each LP
symmetric domain D,, is characterized by a single vector V,,,. The sum L of the complex
plane ‘vectors’ V,, in Eq. (5.6), allows to categorize scattering states employing a relevant
symmetry based argumentation. This classification distinguishes between the formation
of open and closed trajectories on the complex plane, emerging from the summation of
all the vectors V,,, each one corresponding to an LP symmetric domain of the respective
decomposition. Therefore, we have:

(i) symmetric PTR. We call symmetric PTR (s-PTR) a resonance which occurs if and
only if uc(z) (at the resonance energy ¢) is completely LP symmetric within the spa-
tial extent of the device. In such states, reflectionless transmission occurs in every LP
symmetric sub-domain D,, of a selected decomposition. We will refer to each LP sym-
metric sub-domain D,,, which transmits with 7T},, = 1 (7}, is the transmission coefficient
through D,,, alone) as resonator. Vectors V,, become collinear and lie on the imaginary
axis with values (—1)" 2i.J. Therefore, the corresponding trajectory is thus restricted to
the imaginary axis and taking values 0 for odd (Fig. b.4(a)) and 2ix for even number
of LP symmetric sub-domains (Fig. .2(b)).
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FIGURE 5.2: Geometric representation of a s-PTR in a set-up decomposed in an odd
(a) and even (b) number of LP symmetric domains (resonators). Accordingly, a-PTR for
an odd (¢) and even (d) decomposition. A non-PTR state is shown in (e). The vectors
Vi (in black) correspond to each LP symmetric sub-domain D,,. From their addition
emerges the vector (in color) L.

(ii) asymmetric PTR. An asymmetric PTR state (a-PTR) has 7' = 1. The field magni-
tude u(x) is not completely LP symmetric [66], i.e. it doesn’t follow the mirror symme-
tries of the domains of a certain set-up decomposition. If the decomposition consists of
an odd number of LP symmetric domains N, the addition of V,, forms a trajectory is
open and ends on the imaginary axis, at 2ix (Fig. b.2(c)). If the decomposition is com-
prised of an even number of LP symmetric domains N, then the addition of V), leads to
a closed trajectory in the complex plane, starting and ending at the origin (Fig. 5.2(d)).

(iii) non-PTR. Here T < 1. The sequence of the added ‘vectors’ forms an open

trajectory in the complex plane since they lead to a complex ‘vector’ £ # 0,2ixk (see
Fig. 5.2(1)).
In general, if a completely LP set-up which possesses a PTR, can be decomposed e.g.
in two parts, possessing an a-PTR and a s-PTR respectively, then in the complex plane
there will coexist both, a closed trajectory corresponding to the part exhibiting the a-
PTR and collinear vectors V; = (—1)7 2iJ on the imaginary axis, corresponding to the
part with the s-PTR.

An alternative geometric interpretation of PTR states emerges when we add V,, in
the complex plane so that they form a closed polygon. In this sense, in the general
case of a PTR, vectors V,,, form a closed polygon in the complex plane, with number of
sides equal to the number of LP symmetric domains of the decomposition. For an even
number N of LP symmetric domains, the polygon is formed by the N vectors V,, . For
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odd N the polygon needs also the vector 2iJ to close. Thus, always the polygon has an
even number of sides. For any non-PTR scattering state, the sum £ which appears in
Eq. (5.6). does not lead to a closed polygon, unless a vector depending on the values of
the field u(z) on the boundaries of the interaction region is added. Figure (@) illustrates
a qualitative example of this alternative scattering state representation, based on the
formation of polygons. The solid and dashed orange vectors form closed polygons,
thus representing a-PTRs for even and odd number of LP symmetric units, respectively.
The solid purple vector lying on the imaginary axis represents a set of collinear vectors
Vm = 2iJ, corresponding to an s-PTR and finally, the blue dashed vectors, to a non-PTR
scattering state.

On the other hand, £ is a global quantity, which characterizes the device as a whole.
Assuming asymptotic conditions given by Egs. (5.20), (5.21) on either side of device
(computed at z = xp and = = xy, respectively) and substituting them in Eq. (5.6) we

get:

2iKT
L=— Ty N even (5.32)
and y
- . N odd, (5.33)
1+7r

for even and odd number of LP symmetric domains D,,,, respectively. In the case of
a PTR (r = 0) £ vanishes for even N or, for odd N, becomes £ = 2ix which is its
maximum value (for fixed x). Also, the separation of the real and imaginary parts
yield:

_ 2ikry , [2/4;7”3 + 2R

* [u(zo)]” [u(z0)]?

_ 2ikrg . [2&—1— QHR] '

[u(0)]* [u(zo)* 1
which shows that the expressions for £ for a decomposition with even or odd number
of LP symmetric domains, retain their real part and differ only with respect to the
imaginary.

Equations (5.32), (5.33) allow to prove that the proposed classification is unambigu-
ous in the sense that for a PTR state, there is no LP decomposition so that it appears as
being a non-PTR. Conversely, a non-PTR cannot appear as a PTR, for any LP decom-
position. This can be shown by considering that the incident and outgoing waves have
the following plane wave form:

} : N : even (5.34)

and
N : odd, (5.35)

A(z) = "% 4 e e (5.36)

A(z) = re'®, (5.37)
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FIGURE 5.3: Geometric representation of any possible scattering state, expressed with
respect to vectors V,,. The closed polygons correspond to a-PTR states. The orange solid
(dashed) curve represents a a-PTR state in a set-up comprised of an even (odd) number
of LP symmetric units. The purple collinear, degenerate vectors V,, = 2iJ correspond
to a s-PTR state and the blue dotted curve represents a non-PTR state.

where r and t are the reflection and transmission amplitudes, we get the following
expressions for L:

2iKkT
Eeven - 1 + r (538)
21K
Logd = Tor (5.39)

depending on whether the setup can be decomposed is even or odd number of LP
symmetric domains, respectively. Equation (5.38) clearly indicates that if » = 0 (PTR)
then Leyen, = 0 and inversely, if Leyen, = 0 then » = 0. On the other hand, Eq. ()
when r = 0 becomes L,qq = 2ix. Inversely, if L,qq = 2ix, then:

>14r=1=r=0 (5.40)

2
2k =
1+r
We will close this subsection with a detailed investigation of the case of two setups
with one (V = 1) and two (N = 2) LP symmetric domains respectively, both in a a-PTR
state. The first is trivial since the whole setup is globally symmetric. Equation (5.27)
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yields that
QI

A2
w(Tm—1) u(xm,) =47

and since u(zy,—1) = u(x,,) = 1 we obtain that || = 2J. In the second case for domains
Dy, Da, Eq. (6.27) leads to |Q1| = |Q2| > 2J. According to Eq. (5.27). these two vectors
are, apart of equal magnitude, also collinear with zero sum. For N > 2 the above
mentioned closed trajectories (or polygons) begin to manifest in the complex plane,
connecting each domain to the other in a more complicated, though well determined and
transparent manner. The result for NV = 1 can be generalized to hold for every resonator
at an s-PTR. This is due to the fact that they behave in a completely independent
manner. For instance, we could permute two or more resonators and still obtain the
same result. Note, that in this case and for N resonators holds that |Qy| = |Q1] = ... =
|Qn—1| = 2J, rendering the magnitude of the conserved, two-point current |()| equal to
two times the probability current.

The equality in the magnitudes |Q)| of the invariant currents implies a higher degree
of symmetry preservation in the case of an s-PTR. As it has been mentioned in Chapter [,
the symmetry breaking of a global, discrete symmetry leaves remnants in the form of
the non-vanishing invariant current (). In the case of an s-PTR, even though the global
inversion symmetry is broken, the field magnitude retains its inversion symmetry on
a local level. This is reflected to the equality between the |Q|s of each LP symmetric
sub-domain. On the other hand, in an a-PTR where no symmetry in reflected to u(zx),
the respective |Q|s are not equal. Therefore, we see that the invariant quantities () reflect
the extend to which a global symmetry is broken.

5.4 Transmision properties of an aperiodic set-up

Having described in detail the effect of different LP symmetry scales, we turn now to
a specific aperiodic setup, in order to demonstrate how the aforementioned notions can
be implemented and also how they can be utilized for the deeper comprehension of PTR
properties. In Subsection we use a photonic multilayer comprised of dielectric slabs
with piecewise constant refraction index n(z) and study thoroughly its transmission
properties. It is commonly met in the literature to describe photonic multilayers by
slabs with piecewise constant refractive indices as shown in Fig. b.1. This allows the
decomposition of this class of devices in a multitude of ways which, in turn, leads
to the possible coexistence of multiple symmetry scales within the same set-up. In
Subsection we consider the quantum version of the above system and look into
the behaviour of the global quantity L.

Regardless of the inherent local symmetry and the feasible decomposition in mul-
tiple symmetry scales, aperiodic photonic (quantum) systems with piecewise constant
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refraction index n(z) (rectangular barriers V(z)) are also analytically tractable. The
combination of these properties renders them an ideal choice for implementing the
proposed concepts on the transmission properties of aperiodic systems. In larger sys-
tems, binary aperiodic order (in case of multilayers, of two kinds of slabs A and B) can
be shown to feature local symmetries with arbitrarily large ranges and high density,
and with remarkable symmetry axis distributions [102].

5.4.1 PTRs in an aperiodic photonic multilayer

Remaining to the 1-D case, we turn to the specific case of light wave scattering.
Therefore, we drop the general notation used up to now, by introducing the following
correspondences:

e A(z) — E(x)

® e — W

e x — k

The electric component of a monochromatic plane light wave of frequency w in 3-D
obeys the equation [30]

w2

V xV x E(F,t) = <62) n?(F)E(7, t), (5.41)

where n(7) is the refractive index which varies spatially.

We consider light propagation in an aperiodic medium which is inhomogeneous as
a whole, nevertheless the dielectric materials which constitute it, are homogeneous in
the yz-plane. The refractive index then, varies only in the z-direction, n(7) — n(x).
Further, we restrict the wave to normal incidence on the yz-plane, so that it propagates
everywhere along the z-axis, which renders the problem effectively 1-D. The field can

then be written as
E(7,t) = B(z)e”“'s,

where E(z) the complex field amplitude. Such a system is illustrated in Fig. p.4.
Considering only the stationary case, we drop the time-dependence term and Eq. (5.41)
acquires the (Helmholtz) form

Qz,w)E(x) = = E(x) (5.42)
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FIGURE 5.4: (a) Schematic of an aperiodic multilayer comprised of 16 planar slabs
of materials A and B. The electric field amplitude E propagates only along the z-axis,
rendering the medium effectively 1-D. (b) 1D representation of the multilayer with 2
different LP symmetric decompositions, depicted by the solid and dashed arcs.

where, however, the differential operator

2 9 w2
— s+ 1) 5 (5.43)

Qz,w) =

depends simultaneously on n(z) and w, which, as we shall see below, has significant
consequences on the corresponding transmission profile.
We consider a photonic multilayered device comprised of two different materials
A and B. The refraction indices and the widths of the (piecewise constant) slabs are
na, da and np, dp respectively, so that for the optical length nd the quarter-wave
condition [30]):
nada =npdp = \o/4 (5.44)

is valid. The central wavelength )¢ is a central wavelength, around of which the trans-
mission spectrum is symmetric, when Eq. (5.44) holds [57.1131]. The corresponding
values for the refraction indices are ny = 2.12 and ng = 1.45 while Ao = 600 nm. In
the Appendix [[] we explain why the quarter wave condition is often a choice in light

transmission experiments [[70,99,/132,/133]. The set-up is shown in Fig. @

The total device is represented symbolically by
Ss - ABAABABABABBABAB.

This modified quasi-periodic dielectric array was first studied in Ref. [@] and is con-
structed by the juncture of the j-th generation of the Fibonacci sequence F}, followed
by the respective conjugate structure C;. In the case of S5 the emerging array has
the form ABAABABABABBABAB, where F5=ABAABABA and C;=BABBABAB. We
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FIGURE 5.5: (a) Transmission coefficient 7" as function of & for the photonic multilayer
shown in Fig. @, where slabs A and B have refraction indices ng = 2.12 and ng =
1.45. Field magnitude ug(x) across the multilayer at the frequencies marked in (a),
corresponding to (b) a s-PTR at frequency w, = 1, (c) a s-PTR at frequency wy = 1.673
and (d) an a-PTR at @, = 1.276. Finally, at frequency &y = 0.607 a non-PTR state
is shown. The background shows the corresponding slabs along the device, and the
vertical lines depict the considered decomposition into LP symmetric subdomains of
the device.

choose this set-up because, even though it doesn’t have any global symmetry, it exhibits
multiple resonances, covering both cases of our classification.

Figure @(a) illustrates the the transmission spectrum 7" of the device versus the
incident light’s frequency. Since the quarter wave condition is valid it is symmetric
around the central frequency wy = 2mec/ngAg. Notice that ng is the refractive index of
the ambient medium which in this case coincides with n4. Figures @(b) and (c) show
the wave field module u(z) at two different frequencies (v, = 1 and @y = 1.6732) in
which s-PTR states occur. It is obvious that u(z) in these s-PTRs follows the symmetries
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of the two corresponding (different) decompositions, in LP symmetric domains, namely
D1=ABAABA, D;=BABABBABAB in (b) and D;=ABAABA, D,=BABAB, D;=BABAB
in (c). With & we denote the dimensionless frequency & = . In both cases the s-PTR
manifestation is due to the fact that the moduli ug(x) of the electric fields fulfil exactly
the LP symmetry within the multilayer and follow the corresponding symmetries of the
resonators which constitute the respective decompositions of the potential. Note also,
that according to the LP decomposition which is satisfied by ug(z) one can enhance
or detract localization strength ug(x) peaks in the device. This can be seen in the
decomposition illustrated in Fig. .5 (b), where u;(z), in Dy, is about three times more
enhanced than in the respective region in Fig. b.5 (c). The same mechanism underlies
the existence of the PTR at @ = 0.3268 which is the mirror symmetric of wy with respect
to Wp.

On the other hand Fig. .5 (d) illustrates an a-PTR, at &y = 1.2761. Obviously,
here the module ug;(x) of the electric field is not LP symmetric within any possible
decomposition of the set-up. However, the selected set-up decomposition determines
the way that this resonance will be represented in the complex plane according to
the proposed classification scheme. Finally, for reasons of completeness, we show in
Fig. .5 (e) a non-PTR state (I' < 1), occurring at &g = 0.607. As it is expected no
local symmetries are fulfilled by the corresponding ug(x) in the LP subdomains of the
device.

Figures p.6 (a), (b) refer to the same set-up, showing the behaviour of the magnitude
of the invariant quantity () and of the ‘vectors’ V,, for each case. For the two s-PTRs at
frequencies w, and wy, Q)| is constant in the whole spatial extent of the device, indicating
the higher degree of the (retained) symmetry. Particularly each |Q,,| corresponding to
a resonator is equal to 2J. Accordingly, the sum L oscillates on the imaginary axis,
becoming £ = 0 for the PTR at w, which follows a decomposition in two resonators
and £ = 2ik, for the second case where it follows a decomposition in three resonators.

Since for the third resonance (Q) the field has also no local symmetry the respective
|Qm|s will vary within each different domain D,,,. Regarding the behaviour of the vectors
V. this resonance, can be represented in the complex plane according to the selected
decomposition in LP symmetric domains. For instance, two possible decompositions in
LP symmetric domains are: ABA, ABA, ABABA, ABABA, where the sum of V,, form
a trajectory ending at 2ik, and ABAABA, ABABA, ABABA where the sum of V,, form
a trajectory ending at the origin. The non-PTR state at frequency wp has -as it was
expected- non equal |@;,|s in any chosen decomposition and for the sum £ holds that
L # 0, 2ikg, shown by the coloured vector.

Apart from the s-PTRs at w,, at wy and its mirror symmetric frequency, all other
PTRs in the plotted spectrum are a-PTRs, following the classification rules that we have
demonstrated. Note that, for the chosen parameters, the left half ABAABABA of the
setup does not feature PTRs, as shown in Ref. [65]. It does, however, possess local
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FIGURE 5.6: The alternating sum £ (thick colored arrows) of the V,, for each con-
sidered decomposition in Fig. 5.5, represented as a trajectory (thin black arrows) in the
complex plane. In (a) and (b) corresponds to s-PTRs for even and odd decompositions,
respectively. (c) For the a-PTR an odd (IV = 3) decomposition is considered. However,
as shown from (e) an even (N = 4) decomposition (dashed lines) can be used also.
This would end an the origin. (e) The module |Q,,| corresponding to each subdomain
D, are plotted as thick solid or dashed lines.

symmetries, and a suitable tuning of the d4 p and n4 p would render it transparent at
certain frequencies (in the form of a- or s-PTRs). However, there are then less available
LP decompositions, so that the occurrence of multiple PTRs is relatively limited compared
to the present multilayer. The significance of a large parameter space for the emergence
of PTRs in multiple frequencies, will be discussed thoroughly in the next chapter.
Closing this analysis we stress that the representative set-up which we studied here
illustrates in a direct way how the local symmetry analysis of both the device and the
resonant field profiles, elucidate the underlying mechanisms for PTR occurrence.

5.4.2 PTRs in an aperiodic quantum system

We consider now the quantum mechanical version of the aforementioned setup,
which consists of 16 adjacent rectangular barriers A, B with potential strength V4 = 2.45
and Vg = 3.12 and widths d4 = 0.3 and dp = 0.6, respectively. Similarly to the photonic
case, we identify the different symmetry scales and select two of them in order to study
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the behaviour of the magnitude of £, especially in relation to the transmission coefficient
T. The suggested decompositions are

o ABAABA | BABAB | BABAB
o ABAABA | BABABBABAB

in order to have both even and odd number of LP symmetric domains.

Figure (5.7) illustrates transparently the close relation between |£| and the trans-
mission coefficient 7', which is indicated with the red line. Let us first consider the case
of N = 3 resonators. From Eq. (5.33) we find the magnitude of £ is

4k
2 ___ N: odd 5.45
= TR Rep) © (5.45)

which is illustrated with the blue line. Obviously, it has a increasing trend, following
the trend of the doubled wave-number of the incident particle, which is shown with the
green curve. When a PTR occurs, |£| = 2k and consequently the two curves intersect,
indicating the PTR value. However, it is ambiguous whether or not this a PTR, since
|L| = 2k also when R = —2Re[R].

When the decomposition is comprised of an even number of LP symmetric domains,
|£| acquires more interesting properties. As it is given by

4k*R

2 _ .
|£]* = T+ Rt oRel]’ N : even, (5.46)

easily one ascertains that in the case of PTR, it becomes zero. Also, the existence of R in
the numerator indicates the competition with the respective terms in the denominator
and as a result, |£| in this case does not follow an increasing trend (see black curve in
Fig. (5.7). However, it follows a pattern, particularly consistent with the transmission
spectrum. At every 7" maximum, |£| minimizes and vice-versa. Obviously, in the PTR
case (T = 1), |£| = 0. An interesting feature can be seen in the inset of Fig. (5.7).
The transmission peak near € ~ 7.75 seems to be perfectly transmitting. Nevertheless,
a closer look to the inset reveals that the transmission is not perfect. This very small
deviation from the perfect transmitting case, however is significantly magnified in the
corresponding |L(e)| plot. Therefore, |£(€)| could possibly act as a ‘magnifying glass’
in situations where there is ambiguity on whether a state corresponds to a PTR or not.

Having studied a set-up with the same geometry, both in its photonic and in its
quantum versions, we can stand to the striking differences between the two transmission
spectra. As the parameter w is varied, the transmission spectrum 7'(w) has fundamental
differences from the quantum counterpart, since it starts from 7" = 1, while in the
quantum case it starts from 7' = 0. Moreover, in the quantum case as e increases,
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FIGURE 5.7: The blue curve shows |£(¢)| for the decomposition vV shown in Fig p.§
which is comprised of 3 LP symmetric domains. The green curve corresponds to 2k
(k is the wave number of the incident particle) and the red curve to the transmission
coefficient 7. The black curve illustrates |L(€)| for the decomposition A which consists
of an even number of LP symmetric domains (N = 2) in Fig b.6. Note how a very small
deviation from 7' = 1 (as shown in the inset), is magnified under the prism of |£(e)|.

the transmission tends to unity, as the particle ‘feels’ the potential weakly. On the
contrary this is not the case in the photonic counterpart since in the wave number
k in Eq. (5.42), the refraction index n(x) is multiplied by w. This means that as w
increases, the ‘effective potential’ n(z) becomes ‘stronger’ . Therefore, classical light
will always ‘feel’ the presence of the scatterer, whereas a quantum particle becomes
gradually insensitive to it at higher energies (T'(e — c0) — 1).

5.5 Relation to alternative approaches

Having demonstrated how the concept of local symmetries enable the ‘geometric’
classification of resonant scattering for aperiodic and quasi-periodic devises, we will
comment on its relation to other approaches which also consider PTRs. Several different
theoretical approaches have been proposed in the literature and have significantly con-
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tributed in the understanding regarding occurrence of PTRs in such systems [18,[134].
A particularly relevant approach is given by Zhukovsky in Ref. [14], where the PTRs of
combined photonic multilayers are classified with respect to the transmissions of their
parts to which they can be decomposed. Most of these works, however, focus more
on the conditions for the occurrence of PTRs and less on the understanding of their
origin from fundamental principles. The latter is captured here, on the level of the field
magnitude, within the classification of PTRs on (local) symmetry grounds.

In a recent work, appeared in Ref. [14], using the Airy formulas [87,88], showed
that PTRs can be incorporated in two categories. In this approach, each mixed dielectric
medium can be decomposed in two subdomains D; and Do, which are not necessarily
LP symmetric, and possesses a PTR either when

T,=T,=1 (5.47)

or
T =15 75 1 ; ¢i —+ QZ)Q =2mm (548)

where ¢1 and ¢, are the phases of the reflection coefficients r; and 72, for the domains
Dy and Dy respectively. The bar above 1 means that D; is traversed in the opposite
direction (-2) [14]. The former of these two cases indicates that substructures D;, D-
behave individually, while in the latter case the PTR occurs when D;, D, are treated in
an interwoven manner.

The conditions described in [[14] that lead to a PTR, refer to general potential arrays
where no symmetry considerations have been taken into account. Under this prism it
provides a valid classification of PTRs. However, in the case of completely LP symmetric
set-ups, this classification allows for an overlap between the two PTR categories, namely
a-PTRs and s-PTRs, for N > 2 decomposition domains D,,. Let us assume that a set-
up wa with reflectionless transmission at a frequency w,, can be decomposed in two
subdomains w}4 and w?4 according to the second kind of PTRs described in [14]. Then
we consider a different set-up wp with the same properties, also resonant atw,. A total
potential wawp can then be considered to belong to both PTR categories, according to
the selected decomposition. That is, if decomposed in w4 and wpg then it belongs to the
first kind (T, = T\, = 1) but if decomposed in w, w?%, wk, w, it belongs to the
second kind. The approach proposed in this paper avoids this overlapping since it treats
PTRs exclusively with respect to the symmetry properties of the corresponding potential
and the electric field’s magnitude ug(z) [l. In other words, for N > 2 decomposition
domains D,, (not necessarily reflection symmetric) there is no one-to-one mapping

between the conditions in Eqgs. (5.47), (5.48) and the s- and a-PTRs.

'The second PTR category in the classification proposed in [{14] is valid for PTRs in setups which cannot
be decomposed in domains which transmit resonantly (7' = 1)



CHAPTER 6

PERFECT TRANSMISSION CONTROL: A LOCAL
PARITY APPROACH

6.1 Introduction

This chapter focuses on the power of LP symmetry, as a tool to manipulate certain
transmission features of a scattering system. As it was discussed in the previous chapter,
the identification of the LP symmetry scales of a device possesses a significant role
both on the emergence of PTRs and on their kind. Here, we develop a construction
principle which takes advantage of the simultaneous LP symmetries at different scales
and show how they can be utilized to design aperiodic set-ups with PTRs at prescribed
energies. The proposed method is applicable to a wide class of 1-D systems, involving
quantum aperiodic potential arrays, photonic multilayers and acoustic media. Here, we
will consider the analytically tractable case of set-ups comprised of piecewise constant
building blocks and ¢-function barriers. However, there are possibilities for applications
in a wider range of barrier forms if the corresponding transfer matrices can be obtained.

6.2 Quantum, optical and acoustic engineering

As the technological progress dictates the transition to tiny electronic devices, rapidly
moving from the micro to the nano scale, the quantum phenomena can no longer
be neglected. In turn, the peculiarity of the quantum world leads to devices with ex-
traordinary properties and applications which were unattainable within the regime of
classical physics. Thereby, new theoretical ideas and adequate experimental techniques
are required to exploit the potential of quantum effects. The quantum control [135]
and quantum engineering [136] have turned into a broad field of study, mainly ex-
ploiting solid state structures which can stay coherent in a controlled manner [137] and
consequently fabricating devices with very specialized properties. A controllable han-
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dling of quantum effects in such devices would have significant impact i.e. on quantum
information processing [138], nano-electronics [139] and nano-photonics [140].

The concept of LP allows to make a step towards the design of aperiodic quantum
devices with prescribed PTR properties [66,67]. As a matter of fact, its applicability
is much wider -extending from the quantum to the classical regime- since it can be
used for the design of optical media in the length scale of nano-meters and even for
macroscopic acoustic wave tubes with length scales in the order of meters [141,142].

Let us now briefly outline which transmission properties of piecewise constant poten-
tials are known. The single rectangular barrier (when we refer to a rectangular barrier
V(z) we also include the case of a single slab with constant refraction index) has PTRs
for certain energies, totally determined by its width and strength. Also no PTR occurs
for classically forbidden energies (F < V(z)). A double barrier on the other hand,
allows for resonant tunnelling, giving rise to PTRs both for £ > V(z) and in the clas-
sically forbidden region E < V(z). The tunnelling induced PTR usually is isolated and
occurs in relatively low energies compared to the transmission spectrum background
where 7' — 1. Isolated resonances are narrower, signifying a large life time. An array
of N equidistant, identical barriers lead to N — 1 closely positioned PTRs followed by
a region of low transmission and so on. As the number of N increases, the number of
PTRs also increases and becomes denser, constituting precursors of the band structure
of the fully periodic case. Finally, multiple different barriers, aperiodically placed, will
exhibit resonant structure, however in the majority of cases they will not be perfectly
transmitting.

The aforementioned structures possess filtering capabilities, offering the possibility
to create devices which transmit resonantly in certain energies. However, a single rectan-
gular barrier would do so only in a certain energy, which would be near the background
where T'(E) fluctuates around 1. A locally periodic structure, on the other hand, would
possess more PTRs, although once we would determine -based on the characteristics
of the unit cell- the desirable energy of one PTR, the rest would be pre-determined,
according to the Kronig-Penney equation (see Eq. (1.28)).

The question posed here is, whether and how could we design devices exhibiting
PTRs in more than one desirable energies. The key concept to this, as we shall see in next
subsections, is the aperiodicity of the set-up, accompanied by complete LP symmetry in
multiple scales.

6.3 Local parity based design of PTR states

6.3.1 s-PTR construction principle

Here we will explain in detail, how several LP symmetric decompositions of a set-up
can be exploited for the occurrence of multiple PTRs at pre-selected frequencies. This
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‘construction principle’ was introduced in Ref. [66,67] and can lead to s-PTRs. We
consider a completely LP symmetric set-up comprised of Ngs parity symmetric scatterers.
The scatterer is assumed to be the smallest and not decomposable part of the device, for
example a rectangular barrier or dielectric slab. The total unimodular transfer matrix
(TM) which connects the wave fields A(z) on either side of the multilayer is given by
the product:

2 w*

Ns
M = ( vz ) = [T M (k; Whn, di) 6.1)

m=1

where M, (k; W, d,) is the single-scatterer unimodular TM, corresponding to the m-th
scatterer, characterized by a generalized potential WV, and width d,,. Let’s now assume
that there exist Np different decompositions in LP symmetric units and the constituent
units of each decomposition cover the entire set-up. In the i-th decomposition, the Ng

scatterers are grouped into Ng) < Ngs LP symmetric units -which we will refer to as
resonators- and the [-th LP symmetric unit (which is comprised of Np scatterers) of this
decomposition has the corresponding TM

Np
M = ( ;‘}5 ;i ) :WI;[le(k:;Wm,dm) (6.2)
This LP symmetric unit will transmit with 7; = 1 if the matrix element 2 = 0. Thus,
in order to construct a set-up with a pre-selected PTR frequency, one has to solve
the equation system emerging from the demand that all the matrix elements z* which
correspond to every LP symmetric unit (resonator) of the i-th decomposition, are zero.
To do so, the desired frequency w, is fixed, along with other parameters depending on
the extent of the parameter space. Finally, we leave as unknowns as many parameters
as the number of the z* = 0 equations. The solution of this system provides us with
the parameters of a set-up, that is potential strengths YV, and widths d;, which will be
transparent at (generalized) energy ¢,. It is therefore shown how the desired PTR can
in principle be constructed with the aid of the derived one-to-one correspondence to
LP symmetry.

However, a single PTR can be easily achieved with much simpler set-ups. The sig-
nificance of this approach is revealed when it comes to the construction of devices
possessing multiple PTRs at desired frequencies. Then a complex geometry is necessary
to take advantage of the possible multiple LP symmetry decompositions.

Let us now consider two of the Np possible decompositions i.e. the [-th and j-th,
which consist of IV; and N; resonators, respectively. We can then obtain two different
PTR energies ¢,, and €., by asking the [-th and j-th decompositions to be transparent
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in €, and ¢,, respectively. This can be done by the simultaneous solution of:

N,
zl( ’)(

€)=
N.
s 25 (€ny) = ,....z](- '7)(6r2) =

0
0 (6.3)
Consequently, we fix the desired frequency values as well as all the other parameters
leaving N; + N; unknowns to be determined from the system solution. This solution, if
it exists, will provide a set-up with the proper parameters to transmit with 7' =1 at ¢,
and ¢,,. The existence of more decompositions in LP symmetric units would allow the
occurrence of more PTRs in selected energies. Nevertheless, as the number of desired
PTRs increase, the set-ups have to become more complex, with increasing parametric

space, so that there are enough unknowns to be determined from the solution of the
system. Such calculations, however, may be rendered cumbersome.

The key concept in the above procedure lies in the fact that the LP symmetry - by
considering only space domains where the potential is LP symmetric - causes a sig-
nificant reduction to the space of the possible decompositions which are suitable for
allowing a s-PTR. Without taking into consideration the possible LP symmetric decom-
positions, the parametric space where one should look for appropriate combinations of
parameters (e.g potential strengths and widths), so that the emerging equations would
support PTRs, would be double. Those are now restricted by considering only locally
symmetric decompositions, relying on the one-to-one correspondence between s-PTRs
and LP symmetry.

6.3.2 a-PTR construction principle

The implementation of conditions shown in Eqs. (5.47), (6.48) proposed in [14] allows
also for the construction of a-PTRs. To this aim one has to construct two sub-devices,
which don’t need to be LP symmetric, however, when treated separately, their trans-
mission spectra should exhibit a common value for some energy. Then, using their
combination and altering their distance so to fulfil condition of Eq. (5.48), we can
achieve an a-PTR at the selected energy. However, it is not straightforward whether
it is feasible to construct more than one a-PTRs in desired energies in a systematic
manner.

In any case, the combination of above proposed techniques can lead to device with
very specialized PTR properties. Also the increased complexity of such set-ups, give rise
to transmission spectra with modifiable gap and band precursors, though in a rough
manner.
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6.4 s-PTR construction in quantum mechanical systems

Let us now discuss some examples which illustrate the above concepts and their im-
plementation more explicitly, in the case of quantum mechanical scattering in 1-D from
an aperiodic barrier array consisted of rectangular barriers.

Before proceeding to particular examples it is useful to refer briefly to a classification
of resonators in quantum mechanical set-ups, according to the PTRs that they can
support:

* a single (rectangular) barrier, supporting above-barrier resonances (ABRs)

* a homogeneous array of identical equidistant barriers, supporting tunneling res-
onances and ABRs

¢ an inhomogeneous barrier array, supporting isolated PTRs for appropriate combi-
nations of barrier strengths and widths [126]. Such PTRs can be either tunnelling
or ABRs.

Note also that the magnitude of the field u.(z) (the index e denotes the incident
energy of the quantum particle) of a PTR state for a specific decomposition may be
LP symmetric within smaller sub-domains than those depicted in the specific decom-
position. If the system resonates within such smaller constituents (scatterers or gaps)
covering the LP symmetric domain, we refer to the state as reducible within this domain.
If, on the other hand, u.(z) follows exactly the symmetry of the domain, without res-
onating into smaller constituents (of the domain), then we refer to it as irreducible. For
5-PTRs, the resonating LP symmetric units can be interchanged without affecting the
perfect transmission. In this sense also resonators are independent constituents of the
scatterer array at PTRs [143].

Figure [6.1 shows the occurrence of a zero-current state and an irreducible PTR in
an asymmetric double-barrier set-up. Such a system can be regarded as the simplest
case breaking explicitly the global parity of the potential. The transmissions spectrum
T'(¢) displays a multi-ABR structure, but only the peak zoomed in the inset is an actual
5-PTR state. The ZCS appears at ézcs = 8.7 and the s-PTR at éprr = 4.6, where € is
a dimensionless energy. We remind the reader that the ZCS occurs under SAC whether
the PTR under AAC.

Figure demonstrates an aperiodic set-up of Ngx = 2 resonators, although now
the resonators have a more complex structure. This complexity, supported by the fact
that the resonator Ry allows resonant tunnelling, lead to two close PTRs at low energies,
well below the background energies where the 7'(¢) oscillates around one. Regarding
the reducibility of the probability density, ua(x) at €4 = 7.46 is irreducible in both R;
and Rg, while uy(z) at £ = 7 is irreducible in R; but reducible in Ry. This is shown
by the vertical dotted lines. The flat parts of uz, in the last resonator indicates only
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FIGURE 6.1: Transmission spectrum of an LP-symmetric set-up consisted of two
rectangular barriers. The real and imaginary parts of ¢z(x) are shown for a zero-current
state at £z¢cg = 8.7 and the module uz(x) for a s-PTR at éprr = 4.6.

forward (reflectionless) propagating wave. This is an example of LP being fulfilled at two
different scales in the same system, as it is clearly shown by the probability distribution
in resonator Ra. This s-PTR occurs under AAC and illustrates explicitly that the LP
symmetry followed by the wave function amplitude at s-PTRs can be regarded as a
remnant of the symmetry which breaks with AAC. The occurrence of the PTR at &,
requires that the positioning of scattering units in R, supports LP symmetry at a new
spatial scale, in accordance with the general construction principle described above. A
different positioning, where the LP symmetry would not be fulfilled in the spatial extent
of Ry would support the PTR at £y (provided that the three equidistant barriers would
remain unaffected), however the PTR at £, would cease to exist due to the vanishing of
the second LP symmetry scale. We also point out that the setup remains resonant for
arbitrary combinations of R; and Rs, with repeated corresponding patterns in uz, ,.
In Fig. .3 we show the manifestation of a ZCS at energy & = 7.354, for a wave
which propagates in a set-up of five LP symmetric domains. However, if the symmetry is
broken by the asymptotic conditions and turn to AAC, this state exhibits a transmission



6.4. s-PTR construction in quantum mechanical systems 11

0 10 20 30 40 50 60

FIGURE 6.2: Set-up comprised of two resonators R and Ry. The transmission spec-
trum exhibits two isolated, tunneling s-PTRs at £, = 7 and €y = 7.46. The respective
probability densities illustrate transparently the two different symmetry scales due to
which the two s-PTRs are constructed.

value slightly lower than one. This small reflection, as seen in the figure, comes from
the R;. Its removal turns the state into a s-PTR. As can be seen, the corresponding
wave field module is irreducible, and more localized within R4. Notice that this PTR is
independent of the width of the central barrier in R5, within which the wave propagates
only forwardly with constant magnitude uz(z) > 1. Such a property could be utilized
for the flexible design of efficiently transmitting non-symmetric devices.

Finally, in Fig. 6.4 we investigate the role of defects in a finite periodic array, under
the prism of the possible LP symmetries. In this case the defects are two (rectangular)
barriers with deviating strength and width compared to the rest of the array. Without
the defects, the transmission properties of the locally periodic array are determined by
its unit cell [24] and the transmission spectrum would exhibit N — 1 = 11 PTR peaks
in the precursor of each energy band. The presence of aperiodicity [144] distorts these
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FIGURE 6.3: Rectangular barrier array decomposed into Ng = 5 LP symmetric do-
mains. Under SAC, in the energy ¢ = 7.354, a zero-current state appears. The removal
R1 and the imposition of AAC renders the state a s-PTR at the same energy. The
probability density of the latter is illustrated with the dashed line.

precursors [22,145] and in principle the resonance peaks at the transmission spectrum
are below unity, due to the induced asymmetry [19]. Nevertheless, the identification of
the possible LP symmetry scales and subsequently the decomposition into suitable LP
symmetric domains, not only reveals the possibility of multiple s-PTRs, but also allows
for their manifestation in prescribed energies. In the particular example we identify two
different symmetry scales. The implementation of the construction principle yields two
s-PTR: one ABR at € = 8.47 and one tunnelling resonance at € = 5.

6.4.1 s-PTR construction in aperiodic photonic multilayers

Having considered several quantum mechanical examples of aperiodic, effectively 1-D
systems, we turn now to their photonic counterparts, to verify whether and in what way
the construction principle can be implemented for classical light waves. Here, we will
focus on how parametric tuning can enable the construction of s-PTRs in a photonic
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FIGURE 6.4: Finite periodic array of Ns = 12 rectangular barriers with two defects.
The role of defects have two of the barriers which deviate from the rest with respect

to their width and strength. The array is decomposed into N7(21 ) = 5 and Ng ) = 12
resonators, depicted by the vertical dotted lines in the u; profiles.

multilayer at prescribed frequencies w, making use of its local symmetries. We choose the
setup BABABC, BABABABAC,ABA shown in Fig. p.5, which is a slight geometrical
modification of a multilayer studied in Ref. [14], where two dielectric slabs C; and C»
of different widths dc, and d¢, have been inserted. Without the inserted slabs, this
structure features a single PTR over a wide frequency range [14], and we will now
demonstrate the occurrence of two PTRs in the modified setup. Essentially, the local
symmetries of the device are exploited to reduce the space of available parameters. In the
present case the parameters corresponding to the dielectric slabs A and B are ny = 2.15,
CZA = 0.08426 and ng = 1.43, JB = 1.01348 respectively, where d is a dimensionless
length d = d/\o and \g = 700 nm is the central wavelength chosen, around which the
transmission spectrum is contracted. The slab parameters n4 g, d A,B are determined
from a set of coupled transfer matrix equations for different LP decompositions, as
described above in the construction principle. On the other hand, the parameter space
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must initially be sufficiently large in order to achieve the formation of s-PTRs at desired
frequencies. This is ensured here by the inclusion of the slabs C;2, which increase
the parameter space to the required extent. In our case, C12 are vacuum gaps with
nc, = ng, = 1. Also, here the ambient medium is the vacuum. We stress here that
without referring to the decomposition of the device into locally symmetric sub-domains,
there is no obvious way to control the frequencies where light s-PTRs would occur,
exactly as in the quantum mechanical case. Therefore, we identify the following two
decompositions, consisting of two

(BABABC)BABAB | ABACLABA)

and four
(BABAB |C1| BABAB | ABA |Cy| ABA)

LP symmetric domains, respectively. We will refer to these domains as ‘resonators’,
since each one in the respective decomposition transmits resonantly with 7" = 1. The
two decompositions are distinguished by denoting the first with the symbol (A) and
the second with (v), while the vertical line | is used as a guide to the eye to separate
the corresponding resonators. In the former decomposition the C} 2 constitute parts of
the resonators, while in the latter they intervene between the four resonators. All these
are clearly demonstrated in Fig. [5.5, where the different colours in the background
correspond to the different slabs used.

Figure [6.5(a) illustrates the transmission spectrum of the set-up. The two s-PTRs
at the pre-selected frequencies are marked with A and V. Note that although there
are a multitude of resonant frequencies, only the aforementioned have exactly T' = 1,
within the plotted frequency. Also, the spectrum is no longer symmetric around wy as
in Fig. b.5(a), since the quarter-wave condition used previously, is now relaxed. We
remind that the quarter-wave condition dictates that nsdy = npdp = %, which does
not hold here.

Here we will describe in detail the implementation of the construction principle in
this particular example. As indicated in Fig. [5.5, we choose two, among all possible
decompositions. The first is comprised of two LP symmetric units, namely, D; and D;.
Accordingly, the LP symmetric units which constitute the second decomposition are
Dy, Dy, D3 and D, along with the two intervening gaps C7 2. Note that in this case
the ambient medium gaps are not parts of the LP symmetric units which will act as
resonators. According to the above described procedure, firstly we compute the TM of
each LP symmetric unit in both decompositions. Thus, we have six transfer matrices and
consequently, a system of six algebraic equations emerging from the demand that z* = 0
for each TM. The ten parameters which determine the set-up are the refraction indices
N A, B,C1,C,» the corresponding widths d4 g c,,c, and the desired frequencies Wy, w,. By
fixing the values wy = 1.38, w, = 0.67 and n¢,, = 1 we are left with six unknown
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FIGURE 6.5: (a) Transmission spectrum of a photonic multilayer consisting of two
different kinds of slabs A with n4 = 2.15, JA = 0.08426 and B with ng = 1.43, CZB =
1.01348. Within the device there are also two gaps C and C3 of the ambient medium,
which in this case is vacuum (n¢, = ne, = 1). The corresponding widths are CZC& =
0.1146 X\o and dg, = 0.04236. (b) Field magnitudes at the s-PTR frequencies @&, = 0.67
and wy = 1.38 marked in (a). The background shows the media A, B and C along
the device, and vertical lines are used to depict the respective LP decompositions into
resonators.

values, namely n4, np, d A, d B, JCI and JCQ, which are determined from the solution
of the system. We emphasize here on the fact that if the ambient medium gaps were not
induced in the set-up and the exact same geometry, as in Ref. [] was retained, then
exactly six parameters (n4, ng, d A, JB,JJV, @) would have to be determined from
six equations. Thus, the solution, if it existed, would be unique and neither we would
have the freedom to choose the two PTR frequencies nor we could tune some extra
parameter(s) in order to achieve valid values for the materials, i.e. refraction indices.
Note also, that the choice of the intervening slabs C;, C was based on the minimal
intervention on the set-up used in Ref. [@]. One could use more layers with different
refraction indices, to broaden the parameter space and obtain more PTR choices.
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Thus, according to the way they were constructed both resonances are of s-PTR
type. As it is suggested by Fig. [6.5(b), the field u; profiles follow the local symmetries
of the device, according to the indicated resonator decompositions. The fact that the
second PTR (V) is independent of the width JCLQ of the gaps becomes evident from
the corresponding plateaus of the field (uz(z) = 1 along the gaps in Fig. 6.5(b). This
indicates, reflectionless (only in forward direction), wave propagation within the gaps.
In this sense, if we set do, = dc, = 0, this PTR (V) would survive and would be the
equivalent to the single PTR, as found in Ref. [14]. However, the PTR at @, would
disappear. We see here that, by inserting a third type of slab in the multilayer, the local
symmetries of the device can be exploited to design a new s-PTR, which would not be
possible without the modification. Further, the new resonant field at w, is localized on a
different spatial scale, as seen in Fig. .5(b), from the fields’ moduli within the respective
D; at w, and wy. Additionally, since the PTR at wy is invariant with respect to the gap
widths czcm, the LP construction principle can be utilized for the flexible spatial design
of resonantly transparent multilayer devices.

6.4.2 PTR construction in aperiodic acoustic waveguides

Finally we will employ the LP concept to manipulate the transmission properties of
classical waves in macroscopic acoustic waveguides. This implementation is of special
interest, since the proposed construction principle is going to be utilized as the theo-
retical framework for the design of experimental set-ups with prescribed acoustic wave
transmission properties. The experiments are conducted by a collaborating research
group in LAUM (Laboratoire d’Acoustique de 1’Universite du Maine), Le Mans, France.
Thereby, being significantly confined by the experimental constraints, we try to theo-
retically design a waveguide, with optimized PTR properties. The optimization lies on
the emergence s- and a-PTRs at desired frequencies and on the other hand on their
maintenance during the experiment. For instance, a very narrow PTR peak in low fre-
quencies, is highly possible to be significantly lowered or even disappear during the
experimental measurement.

The main factor which hinders the coincidence between the experimental and the
theoretically anticipated results are the losses. Losses can occur either due to frictional
phenomena or due to escape of radiation. In this case, obviously we can’t expect per-
fect transmitting resonances to be maintained. Nevertheless, a part of the optimization
process would be the determination of the circumstances, under which losses can be
minimized. As we shall see in the following, this control can be partly achieved by vary-
ing the geometrical parameters of the set-up, such as the total length or the diameter
of the tube.

A worth-mentioning aspect is the existence of invariant quantities even in systems
with losses. This was theoretically proven in Chapter [, where it was shown from the



6.4. s-PTR construction in quantum mechanical systems 117

equations:
d
Iz (g1 —q1) = 0=
g1 —qs = const (6.4)
and
d
I (2+aq3) = 0=
g2 +q3 = const, (6.5)

that ¢; — ¢4 and g2 + g3 remain spatially invariant. This result is expected to be verified
by the experiments.

The experimental apparatus consists of a cylindrical waveguide where the wave
propagation occurs. On the top of the tube there are holes which act as the potential
barriers. Particularly, up a frequency f ~ 2000 Hz, the scattering properties induced by
the holes, can be described by J-function barriers, with strength given by:

2
V = —Rn
R2(ln + leff>

where R, and [,, are the radius and the length of the ‘neck’ of the corresponding hole,
respectively, R is the radius of the tube and l.;; an effective length induced by the
radiation losses out of each hole. Finally, for the transmission measurement, the tube is
not rigidly terminated. Instead, an anechoic, 10m long tube is used. The latter is partially
filled with a plastic porous foam material to suppress the back propagating waves, which
alter measured signal. The acoustic wave source is a piezo-electric device placed in the
start of the waveguide [141]. Finally, the measurement of the transmission coefficient is
achieved by the suitable placement of a microphone to the end of the waveguide and
particularly its distance from the last hole is equal to the distance between the source
and the first hole.

The experimental set-up design is subject to several geometrical constraints which
have to be considered during the theoretical calculations. In order to minimize losses,
the total length of the cylindrical waveguide should be the smallest possible. Also, as
the number of barriers (holes) increases, the radiation induced losses are also increased.
This effect is enhanced as the radius of each hole -and effectively the barrier strength-
is increased. Thereby, for a realistic set-up, the total length of the cylindrical waveguide
should not exceed the 1.5 m and the R,, should optimally be 2.5cm < R,, < 3.5cm. A
final remark is that the holes should be separated by a distance at leach d = 5 cm, since
closer placement induces coupling in the propagating modes.

Let us now proceed to the implementation of the construction principle to the waveg-
uide set-up. As it was mentioned, the piecewise constant barriers (refraction index slabs)

(6.6)
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which were used in the quantum (photonic) case, are replaced by § barriers. Since, in
each inter-barrier region the wave propagation is described by a superposition of plane
waves (expressing the pressure):

P, (z) = Ane™*® + Be ™% (6.7)

the procedure to solve this scattering problem remains almost the same. The pres-
sure P,(x) is continuous in every point of the z-axis, however the ¢ barriers induce a
discontinuity in the derivative of P,(x) at the points where they are located:

dP(z) dP(x)
dx . dx

T=Tn

= Vo P(an), (6.8)

T=p,
where z,, is the position of the J-barrier.

Figure [6.6(a) illustrates such a set-up. As it is clearly shown, there are two possible
different LP symmetry decompositions m and n, which in turn can be used for the
construction of two s-PTRs at desired frequencies. The solid and dashed arcs delimit
the LP symmetric units Dfnm which constitute each decomposition, i.e. m and n involve 4
and 2 LP symmetric units, respectively. The implementation of the construction principle
provides the suitable device characteristics so that two s-PTR occur: one in frequency
fi = 545Hz, where the LP symmetric domains D! , i = 1,4 behave as resonators and
and the other in frequency f» = 938.6Hz where now the resonating units are the LP
symmetric domains D%, i = 1,2. Therefore, the transfer matrix calculations for each
resonator lead to the following characteristics: V; = 5.518, V5 = 4.167 corresponding to
hole radii R,, = 0.023m and R,, = 0.018m, respectively and L; = 0.1m, Ly = 0.0949m,
L3 =0.2792m, L4 = 0.1781m, Ls = 0.1323m, Lg = 0.1845m. Note also that the radius of
the cylindrical waveguide has the fixed value R = 0.05m, [,, = 0.005m and l.y; = 1.45R,,.

The additional a-PTR was constructed as follows: We identify two parts of the device
(R1, R2), where their distance can be altered without affecting the already existing s-
PTRs. Then, we calculate separately the transmission spectra of R; and R and check
for the existence of a frequency with common transmission. In our case this occurs in
f3 = 287,6Hz. Finally, we combine again R; and R, searching for the proper distance
which satisfies the phase condition in Eq. (5.48).

The theoretically computed transmission spectra, with and without losses are demon-
strated in the same figure. The losses cause a decrease of the order of ~ 30% in the
transmission. However, the narrow, isolated a-PTR is significantly decreased (~ 80%).
The experimentally anticipated spectrum we expect to be close to the corresponding the-
oretical with losses. It is interesting to investigate under which conditions the narrow
PTRs at low frequencies can be maintained.

Figure [6.6(b) demonstrates an alternative, shorter set-up which consists of 7 J-
barriers. A small device length leads to decreased losses during the experiment. How-
ever, the smaller length comes at the expense of the absence of the second LP symmetry
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FIGURE 6.6: (a) Schematic of an LP based design, exhibiting 1 a- and 2 s-PTRs,
proposed for the experimental set-up. The set-up is comprised of 10 §-barriers, shown in
black and red lines, corresponding to two d-barriers with different strengths V;, V5. Each
L; denotes the width separating the adjacent barriers. The solid and dashed arcs depict
the two different LP symmetry scales of the device and D}, ,, represent the resonating LP
symmetric domains of each decomposition. In the right, the corresponding theoretical
calculation of the transmission coefficient - with and without losses - is shown. (b)
Alternative LP based, waveguide design for a 7 J-barrier array. The smaller size of the
cylinder reduced the losses. However, the absence of the second LP symmetry scale,
doesn’t allow for the emergence of a second s-PTR.

scale and consequently of the absence of the second s-PTR. Indeed, this set-up sup-
ports one decomposition in LP symmetric units, namely Df. The §-barrier strengths
remain the same as in the first example, while the distances between adjacent barriers
are L) = 0.08m, L) = 0.1968m, L4 = 0.0798m, L = 0.1566m.

The preceding examples showed in a direct and transparent manner that the iden-
tification of local symmetries on scales larger than the elementary (e.g. a single barrier)
building blocks provides a new viewpoint on the description of systems with structural
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complexity. Different decompositions in LP symmetric domains for the same setup
correspond to possible different PTR states, according to the proposed construction
principle. Therefore, local symmetry considerations prove to have a fundamental role
in understanding and even controlling the properties of aperiodic, complex systems of
stationary wave propagation.



CHAPTER 7

CONCLUSIONS AND PERSPECTIVES

We have studied the concept of global, discrete symmetry breaking in one-dimensional
systems. Particularly we have focused on the effects of the remnants of broken global
symmetries when retained in local scales, as principally occurs in aperiodic, non-symmetric
scattering systems, where the wave propagation in their time-independent version can
be described by the Helmholtz equation. The linear symmetry transformations which
can occur in one-dimension are the translation by a certain length and the reflection
through an point. In the generic case, these symmetries are global and the correspond-
ing linear transformations are applicable Vo € R. From the global translation invariance,
Bloch states emerge, while global reflection symmetry leads to eigenstates with even or
odd parity. However, under the occurrence of a symmetry breaking, the corresponding
theorems cease to hold. In the simplest case the symmetry breaking occurs due to the
asymmetry in the asymptotic boundary condition, while the potential retains its symme-
try. Then a pair of two - symmetry induced - spatially invariant quantities, in the form
of non-local currents, (Q, @) emerge. On the other hand, apart from the asymptotic
conditions, the symmetry can be broken also in the level of the potential. If however, it
is retained on a local scale, that is in domains D,, of finite extent, we show that pairs
of the aforementioned invariants (Q,,, Qm) emerge for each symmetric domain D,,.
These currents are identified as remnants of the corresponding broken global symme-
try and provide a mapping for the wave field from a source to a target domain which
are related with the corresponding symmetry transform. Therefore the identification of
the invariants (Q,,, @m) lead to a generalization of the Bloch and parity theorems for
systems where the symmetry is preserved locally. In the limit of the global symmetry
restoration () vanishes and Q becomes a phase, identified as the Bloch phase of the
infinite system. In this sense, a non-vanishing () is the key to describe a globally broken
symmetry.

Due to the Helmholtz-Schrédinger isomorphism, waves in the classical and quantum
regime can be described in the same framework. Therefore, we investigated quantum,
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photonic and acoustic systems under a unified formalism, notwithstanding their es-
sential differences with respect to their dimensions and general properties. We consid-
ered non-symmetric, aperiodic scattering set-ups which are completely decomposable
to domains where the LP is fulfilled, i.e. the LP domains cover the entire device. Fo-
cusing on the parity transformation when applied to finite mirror symmetric domains,
we introduced the concept of local parity (LP) and the corresponding operator. The
symmetry-based treatment of such set-ups revealed the impact of LP on their transport
properties and particularly on perfect transmission resonances (PTRs). With emphasis
on the manifestation of PTRs, we used the local invariants Q, @ for every LP domain
appearing in the decomposition (divided by the product of the wave field’s values at
the limits of the LP domain) and proposed a geometric representation of scattering
states, on the complex plane. This, in turn, led to a classification of scattering states and
particularly of PTRs. Thus we showed that there exist:

(i) symmetric PTRs (s-PTRs), where the magnitude of the wave field is exactly LP
symmetric within the scattering device, following the symmetries of the units in
which the set-up can be decomposed. s-PTRs are represented in the complex plane
by collinear vectors and of equal magnitude and lie upon the imaginary axis.

(ii) asymmetric PTRs (a-PTRs), where the magnitude of the wave field is non-symmetric
in the scattering region and can be represented, in the complex plane, by vectors
which form closed trajectory. For a decomposition in even (odd) number of LP
symmetric domains, it closes to the origin (to 2i.J) where J describes the energy
current.

(iii) non-PTRs, where local invariants are different among the sub-domains of a con-
sidered decomposition of the scattering device, forming an arbitrary trajectory in
the complex plane.

This classification in a- and s-PTRs lifts certain overlaps of alternative approaches
and provides an unambiguous distinction between resonances based on fundamental
(local) symmetry principles.

The above concepts were demonstrated in an inhomogeneous, aperiodic set-up, with
a spatially varying generalized potential, which exhibited in a representative manner all
the above features. Focusing on the transmission properties we elucidated the emergence
of perfect transmission on symmetry ground and contributed to the clarification of the
PTR mechanism in non-symmetric devices -a not resolved issue up to now. Further, it
was shown how the simultaneous existence of different LP symmetry scales in the same
set-up, can be utilized to design aperiodic wave mechanical devices with prescribed PTR
properties. To this aim, we developed and proposed a construction principle for com-
pletely LP symmetric devices, which utilizes the -possibly multiple- symmetry scales to
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determine the characteristics of the set-up, so that it transmits resonantly at pre-selected
frequencies. The proposed construction principle was implemented on quantum, pho-
tonic and acoustic systems, indicating its applicability in diverse systems.

The study of one-dimensional systems under the prism of their local symmetries
revealed a plethora of new properties, starting from the fundamental occurrence of
the spatially invariant quantities (Q, Q) (emerging from discrete symmetries) to the
the utilization of the different LP symmetry scales for the construction of devices with
PTRs at prescribed energies. In a first extension of the present work one could study
the effect of local symmetries to systems of higher dimensionality. Since such a system
would be subject to more symmetry transforms, it would be interesting to see whether
the respective invariants remain and if new emerge. Also, in this Thesis we focused on
linear symmetry transformations. The influence, however, of non-linear transformations
could possibly lead to interesting, novel phenomena.

Another path, relevant to the local symmetry concept, is the implementation of the
above notions to one-dimensional systems with P7-symmetry. In such systems the
Hamiltonian ceases to be Hermitian. However, if the combination of parity and time
reversal symmetries is fulfilled, then there are conditions where the energy eigenvalue
spectrum becomes real. This indicates a phase transition. Such systems -also realized in
photonics- describe a balanced gain and loss. The question to be posed is whether -and
how- this symmetry could be globally broken and implemented on local domains and
what would the effect be. Also, how such a symmetry breaking could affect the phase
transition.

Finally, a very interesting task would be to implement the introduced ideas to inter-
acting systems. As a first step, we have considered the two-dimensional Ising model with
first neighbour interaction, under the influence of an sinusoidal magnetic field. Breaking
the symmetry of the Hamiltonian by restricting the field to act on confined cells, we find
interesting phenomena regarding the stochastic resonance and the hysteresis loop.
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APPENDIX A

Here we will calculate in detail the commutator [2, ITP] of the LP operator II” in
an LP symmetric domain D with the Helmholtz operator

. d?

We will act on the wave field A(x) with the commutator and derive the conditions for
the weak commutation of the corresponding operators. The action of the local parity
(LP) operator, within an LP symmetric domain D, on A(x) is defined as follows:

IPA) = 6 (g e a) A20 - z)
+ s e <|m —a| — §> A(z), s==1 (A1)

where L = b—a is the width of D and o = %£? is the position of the LP axis. Substituting
L and o we obtain the following expression:

IPA(x) = [O(x—a)—O(xz—b]ALa—z)+ s [@(a—2z)— O (b—xz)] Ax). (A".2)

The action of the commutator on A(z) is:

[Q,ﬁ}’] Alz) = Q IIPA(z) — ITP QA(x) (A”.3)

and we set
7. = QIIP A(z) (A".4)
T, = IIP Q A(z) (A”.5)
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To facilitate the calculation we will first calculate 7Z; and subsequently 7.

7, = QIPA(x)
= Q(O@x—a)—0(x—-b]AR2a—2z)+ s [O(a—z)+6 (x—Db)] A))
2
= L 10— a) - O — b)] A0 — ) + W(2) [0 — a) — Oz — b)] A2a — z)

([O(a—2)+0O(x—b)]A(x)) + W(z) ([0 (a — ) + O (z — b)] A(z))

da?
= —A"2a—2)[0(x—a)—O(z—0b)] + 24'2a—1x)[§(x—a) —§(z —b)]
—ARa—z) [0 (x—a) =& (z—b)]| + W(=) [0 (z — a) — O (z — b)] A2 — z)
— s A'(@)[@(a—2)+O(x—0b)] — s2A(2)[6 (x —a) - (z —b)]
— sA@)[§'(@—a)=8 (z—b)]+ s W(x)[O(a—z)+ 0O (x— b)) Az)

where the prime denotes differentiation with respect to  and we have used the prop-
erties:

() = d(x) , d(-=x) = i(x)
Thus, the first part of the commutator, Z; becomes:

T = -A"2a—2)0(x—a)— 0 (z—b)] + 24 2a—2) [0 (x —a) — § (z — )]
—ARa—z) [0 (x—a) =0 (x—b)] + W(2) [0 (z —a) — O (z — b)] A(2a — )
—sA'x)[O(a—z)—O(b-2)] — s2A(2)[6(x —a) = (z —b)]
—sA@)[d'(z—a) =68 (z—b)]+ s W(x)[O(a—1z)— 6O (b—2)] Az)

Next we compute Z,.

Io =1 QA(z) = 17 (- A"(z) + W(z)A(z))
—A"2a—2)[O(x—a)—O(z—-b)]+W(2a—1z) A2a — 1) [0 (x —a) — O (v — b)]
—A"(z)[@(a—z)+ 6O (x—b)]+W(x)A(z) [0 (a —z) + O (z — b)]

which leads to the second part of the commutator

=—A"2a—2)[0(x—a)— O (x—b)]+W(2a—x)A2a —x)[O (z — a) — O (x — b)]
—sA"(z)[©(a —z) + O (x —b)] + sW(z) A(z) [© (a — x) + O (z — b)]
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The sum 7; + 75 yields:

Ti+Zy =A"2a—2)[0(xz—a)— O (x—b)]+ 24 (2a —2)[6 (x —a) — § (x — )]
—ARa—2)[§' (z—a) = (z—b)] + W(2) [0 (z — a) — O (z — b)] A2 — )
—s A'(z)@(a—2) -0 (b—2)] —s 24 (2)[§ (x —a) — 6 (z — b))
—s A(z) [6' (z —a) = 8" (. = b)] + sW(z) [0 (a —z) — O (b — z)] A(z)
~A"2a—2)[O(x—a) - O (x—b)] +WRa—12) A2a—2) [0 (x —a) — O (v —b)]
—sA"(2) (@ (a— )+ O (z —b)] + sW(z) A(z)[O (a — x) + O (z — b)]

The above equation can be significantly simplified and the final form of the commutator
[Q, IIP] when acting on the field A(z) becomes:

B, 7] A(z) = % (0@ —a) — 8@—b) {AQa—2)—sA@@)} —  (A.6)

(6(z—a) — 0(z—0)) {A(2a—2)+sA(2)}, s==1
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APPENDIX B

We show here that if the field module A(z) of a propagating wave A(x) is completely
LP symmetric within every LP symmetric domain of a particular decomposition, at an
energy e, then this state corresponds to a s-PTR. We prove it here for two arbitrary LP
symmetric barriers, as shown in Fig. [B.1, however the generalization for N barriers is
straightforward.

We begin with the assumption that the field module Ay (z) is LP symmetric in each
barrier. Thus, on either side of W, it holds that

u(a) = uV2(b), (B.1)

where L denotes the potential free region x < « on the left hand side of ;. Substituting
the known plane wave form of the incident wave we get:

1+ |r]2 + re2Ra 4 pro2iKa uWQ(b). (B.2)
Also, from the LP conditions Eq. (4.30)), we have for the derivative:
' (a) = —u"2(b), (B".3)

which leads to ' '
— 2ir (re 2t — pre?ine) = W2 (p). (B".4)

For Wjs the respective relations yield:

w2 (c) = |t)? (B".5)
and from the derivative:
u"™2(¢) =0 (B".6)
Then, in the barrier W5 holds that
w2 (b) = u™2(c) ;w2 (b) = —u"2(e), (B.7)
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1
—>
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J

FIGURE B’.1: Schematic of a 1-D potential array, comprised of two arbitrary LP
symmetric barriers. In the potential free regions the field A(z) is a superposition of left-
and rightwards propagating plane waves.

which in turn leads to ' '
14+ |,r,|2 + T€—2ma + T*nga — |t|2 (B'S)

and ‘ ‘
— 2ik (Te_2ma - ’I“*62“m) =0. (B.9)

Equation () clearly states that re 2" € R, consequently Eq. () becomes
14 || 4 2re K0 = |¢)2, (B".10)
Substituting the unitarity relation |¢|? + || = 1 in Eq. (B.10), we get
[rf? +re7 =0 (B".11)
or
r(r* +e %) = 0. (B".12)

Thus, for the case where the field module u(z) is completely LP symmetric in a cer-
tain decomposition of a completely LP symmetric setup, there are the following two
possibilities:

L] ’]“:0

° T*eZi/{a = 1.

The first corresponds to the case of perfect transmission |t| = 1, while the second to the
trivial case of total reflection |t| = 0, where there in no wave penetration in the potential
array. The latter, can be easily shown by substituting [¢t|? + |r|> = 1 and r*e?"* = —1

into Eq. B.8, finally yielding |t| = 0.
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A quart-wave stack is a multilayer dielectric mirror, which is comprised of alternating
materials with different refraction indices. The quarter-wave condition leads to total
reflection of waves with a proper wavelength, due to the partial reflection on each layer
interface. If the device is periodic (1D photonic crystal), the multiple reflection of the
incident wave leads to destructive interference, thereby preventing the wave propagation.

The quarter-wave condition in the a photonic crystal has significant effects on the

size of the band gap. We consider a periodic structure with alternating slabs with
refraction indices ni, d; and ng, da, respectively. However, both materials have equal
optical lengths:
Ao
Za
each one equal to a quarter wavelength of Ao = 2mc¢/wy, which is called the mid-gap
wavelength. For this reason, such a multilayered device is referred as quart-wave stack.
The basic property that this condition induces is the maximization of the photonic
band gap in the edge of the Brillouin zones. The reason for this maximisation is that
the reflected waves from each layer are in phase at the mid-gap frequency wy. Also,
when the quarter wave condition holds, the possible band gaps at k = 0 (center of the
Brillouin zone) becomes zero. Thus, in the case of a periodic device, the photonic band
gap is maximized in the edge of the Brillouin zones and becomes zero for k£ = 0.

In aperiodic structures (aperiodic, quasi-periodic, fractal) the notion of the quarter-
wave condition is also widely used. Namely, every periodic or non-periodic quarter-
wave multilayer possesses a transmission spectrum which is periodic with period 2wy
and symmetric with respect to wp, where wy is equal to

n1d1 = n2d2 = (F/1)

2me TC T
—_ — pu— . F/.2
w )\0 27‘&1 d1 2n2d2 ( )
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ITEPIAHYH

Etocoywyn

H meptypopm) tng @dong eivar dppnxto oLYIESEUEVT UE TOY EVTOTILOUO XL TN XENOM
ovppeTeLty. H xpnon ocvppetpltddy amoteAel ™) Bdon tng Puoinnig amd T amopyés g
xabdg 0 pdAog Tovg elval OepeAddng YL TNV xATOVONOY OTTOLOLSNTOTE GLCTHUATOG.
20V, TTPOXELULEVOD YO TTEQLYPAPOVUE EVOL GOGTNUN, TOVAAYLOTOY WG TTOOG TLS (POLVOUE-
VOAOYLXEG TOL LOLOTNTEG, lvar abynbeg va vlobeTodpe Evar povtéAo xaboAuxn ouppeTpia
1 omolo Bor xaboploel TeAtnd xow TLg LOLOTNTEG ALUTEG.

Q¢ ToPaSElYLOTO LTTOPOVUE VO VOUPEPOVILE EVOL QLVOULLXO LE xHOALXT cLUUETPLO
avtiotpo@rg (inversion), 47ToL oL AVTIOTOLYES LOLOXATAOTATELS €XOLY GETLAL V] TEEPLTTY
opoTLion ] TNV TEPIMTWOY EVOG ATTELPOV, TTEPLOGLXOD SLUVOULXOD, TTOL TEPLYPAPEL TN
OLédoom nAextpoviwy os évav xpdotolro. H deldtepn mepimtwor deiyvel yopoxtnotL-
oL TNY ETLSPOON TWV GUUUETOLOY xabWe, Lovo AGYw g Bedpnong tng (xaboixic)
ovppeTpla petabeong, TEOXVTTTOLY OL EVERYELaXES {wVves Péaw Tov Hewpruatog Bloch.

Mop’ 6Aa awTd, N *xotBOALXY] LxovoTolnoy ULag CLUUUETPLOG amoTEAE! évar LOEXTO
OEVAPLO, TO OTTOLO OE UTTOPEL YO EQOUPUOGTEL CLYNOWG OE APXETA TTPAYUATLXA PUCLUE
CLUOTNUOTO. ZTNY TEXYUXTIXOTNTA, N TTAELOVOTNTA TWVY OUWY TOL EUQAVI{ovTaL 0T
UOM GUYIEETOL OTEVA UE UNYOVLOULODG TTOL 0dMYOUY GTO OTAOLUO XATOLOG X OOAL-
%G N xoL ToTxNG ovppetplog. Mio tétota Stadixaoior ocuyniwg 0dnyel oty eppdvion
VEWY OLPLILETELWY, TLhovdtoto oe SLapopeTinég xAipaxes. [lEpoy Ty cLOTNUATWY TOL
eppovilovtor ot VoM, TO OTACLLO XODOALXWDY COUUETOLOY - XOL LEALOTA UE OUYXE-
XPOLULEVOVLG TPOTOVG- ETULRAAAETOL X0 OE TEXVNTES OLATAEELS, AOYW TEYVOAOYLXWY TIE-
OLOPLOUWY XOL AELTOVOYLXWY ATOLTNOEWY. Katd oLVETELR, oLYYA Xavelg EpYETOL OY-
TLHETWTOG LE CLOTNUATO TO. OTTOLOL, TTOPA TO YEYOVOG OTL BeV TToPOoLGLALoLY XA TToLaL
xoHoAxn ovppeTElo, SLATNEOVY CLUUETOLES TOTILYE, OE YWELXE SLOUCTAUATO ULYXPOTEQN
oTtO TO OLVOALXO PNXOG TNG OLAToENG. TETOolEG TTEPLTTWOELS CLVAVTWVTOL OE UEYGAN
uépta, otovei-xpvotdAhovg (quasi-crystals), axdpo xot oe ovatiunorta pe (Leptxn) ato-
Elo. H OopEn TOTX®OY CURUETOLDY O aUTOV TOL €{30VG TLG SOUEG EXEL OMUOVTLXEG
ETUTTWOELS OTLS LWOLOTNTES, OL OoTtoieg evtomilovtal, amd Ty VTaPEN dLaTnEOLUEVLWY
ueyebwy mpoepydueva amd ) OewpodueYn GLUUETPIR, WG TNV EPUNVELX EVOLOQEPOV-
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OWY XUTOOTACEWY OXEDAUTNG, OTTWG OL GLYTOVLOWLOL TTANPOVG StéAevang. QoTOTO, Ay oL
TETOLOV €L30VG TOTILXEG OULUMUETPLEG - CUVLTIAPYOVOES GTO (BL0 GVOTNUA AAG O Stot-
POPETIXEG xAlpaxeg - elvor evpLTUTO SLodedoUEVeES, BeY LTIAEYEL xd&ToLta Bewpior TTOL
VO TLG OVTLUETWTILLEL UE CLOTNUATIXO TEOTTO.

2TV ToPoLoa EQYOGLOL OVATTTOOO0VUE EVal DEWENTIXO TTAXIOLO YLOL TNV OVTLULET-
O XATUOTAOEWY XVUKTLXNG OXESUONG OE LOVOOLAOTUTO GUOTAUATO [LE CUUUETOLO
OVTLOTOOPNG KO LETATOTLOYG, LECO OE TTETEPATUEVR 1] ATteLpa, connected/disconnected,
ywoto. Avoalnrtodue xatdAotmo g omaocuévng xooxng ovpuetplog T omolor vo
umopody va xoflopioovy T Sopy Tov oxedaldpevov xVPoTos. I'Td owTd TO TPLoUO,
ovol{NTOOUE - oY LTTAPYEL - TN LOPEM TToL Ot UTTOPOVGOY VO ATTOXTNOOLY TU YVWOTH
Oewpnuoto Bloch xat opotipiog yior TEQLTTWOELS OTOOUEVNG XODOALXYG GUUMUETELOG
UETOTOTLONG XOL AYTLOTOOPYG, OVTLOTOLYWG.

Ytobetwdvtog Evar GLUBOALOUS, TTOL VO TTEQLYPAPEL UE YEVLXO TPOTTO XVUATLXE CLOTY-
pota, eite xPavtixd eite xAooxd, amodetxvOOLUE TNV DTTOPEN YWEIXd aVoAAOIWTWY
TOCOTHTWY, UE TN LOPPT PELULETWY, TTOL ETLPEPEL 1| EXEO0TOTE cLppETPlo (LETOTOTLOTC,
AVTLOTEOPNS) KoL TOL OTTOLOL SLOTNEOVYTAL OE XWELL TTOL LOYVEL 1 CLUUUETEIA. XTN OL-
véyeLo OEYVOLUE TG AVTES OL AVOAAOLWTES TTOGOTNTES UTTOPOVY Yo Ypnatpomotnfody
YL VOU OLTTELXOVLOTEL 1] OVTLOTOLYY] XOUATLXY GLYAPTNON OO €var YwELo o€ évar GAAO TO
OTOLO0 OLYIEETAL UE TO TPONYOVUEVO UECW EVOG UETATYNUATIONLOD CLUMUETPLOG. ALTY
N OTEXOVLOY aTtOTEAEL TN Yevixevoy Ty Bewpnudtwy Bloch xot opotipiog yioe ov-
OTAUOTO LE OTTACUEVY] TNV avTioTolyn xafoAxn ovppetpia. £To 6pLo oL 1 xoboALxN
ovppetplor amoxobiotatal avoxtodue ta Bewpnuato Bloch xow opotipiog.

AvoAloiwTo pnN-ToTTxd PEORATA

2to evomowuévo Bewpntixd mAaioto ov bo ypnotpomotnoovye, o Bewproovue Ty
ox€daom evig xuportixol mediov A(x) meptypdpetor amtd Ty ekiowon Helmholtz

A"(z) + W(z)A(z) = 0. (I1.3)
To yevixevpévo Suvouind W(r) = k?(x) TEQLYPAPEL TNV OVOULOLOYEVELD TOV DALXOD GTO
omolo yivetol 1 SLad0am TOL XVPOTOG.
21N ovvéyela Bewpodue ™) YwELxN ovppeTElor ToL duvoutxkod W(x) xéTw oo Tovg
300 TPooVoPePHEVTES YOAUILXOVE LETOOYNLATLOUOVG: TNV AVTLOTPOPY] LETW EVOG ON-
pelov a %o TN LETATOTLON XoTA Evar uNxog L. Ot LETUOYNUATLONOL LTOL TTEQLYPAPOVY-
ToL UECW TWY OYETEWV:

_ ) . o=-1; p=2«a (parity) ,
Fz)=0x+p ; with { o—+1: p=1L (translation) (I.4)

%ol TPOoadidovy 6To SLYUULXS TNY LOLOTNTA:

W(z) = W(F(z)), (I".5)
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YV z oty mepLtoyn Touv ywpeiov D. Emedn n EE. () txavoroteital yio xébe x oto R
Do TTPETTEL VoL LXOVOTTOLELTAL ETTLONG YLOL TOL OVTLOTOLYOL T XATW OTTO TO UETATYNLATLOUO
F:

A" (F(z)) + W(F(x))A(F(z)) = 0. (I.6)
H (tomx#) ovppetpio Tou Suvauixod mov exppdletar and v EE. ([.5) umopst
VoU O3MNYNOEL GTNY XOTAUOXEVLY] TTOCOTNTWY, TTOL ELVOLL YWELXA OVOAAOLWTES 0TO EVPOG
7oL LxawvoroteiTar N ovupetpio. MoAamiaotdlovtac y EE. (.3 ue A(F(x)). ™y
EE. ([.6) e A(x) xon o ovvéxeta apatpnyvtac, Aaupavovtac v’ édw v EE. (.5,
XOTOUANYOLUE GTNY oxOAoLDY Exppoon:

A(F(z)) A" (z) — A"(F(z))A(z) = 0, aT.n

7 omolal LE OAOXANPWOY 0dMYEl GTNY TOCHTNTA:
1
Q= % [0 A(z)A'(F(z)) — A(F (z))A'(2)] , (I1.8)

OV E(VOL YWELXE AVOAAOLWTYN GTO CLUUETOELXO Ywpeto D. Avtiotouya, Oewpwvtag
uLtyoadixn ovluyn tng EE. () %o oxohovfwvtag ™y (Sto dradixacion 03NYoVUOoTE
oc pla véa, aveEqpmNTy, Xwetxd otabepn - 0T0 ovupeTEXd D - TooHTNTO:

~ 1

Q= % (oA (z) A'(F(z)) — A(F(z))A™(2)] . (1.9)
Agparpovtog ta pétpa (070 TETPAYWYO) TwY Q, Q odnyolp.oote 0to PEVUO TLOVOTY-
TG N EVEQYELOG

J= 2% [ (2) A (z) — A (2) A(2)] (I".10)

YLOL TNV TEPLTTTWOY LALXWY 1] NAEXTOOUOYYNTIXWY XORATWY, ovtioTowyo. H oyxéon mov
ouvvdéel Ta @, Q, J elvour:

o (|ci§|2 . |Q|2) — J2, I.11)

I'evixevon twv Oswpnudtoy Bloch xot opotipiog

Mmopobue 1o vor YENOLULOTIOLOOVIE ToL (), Q TPOXELUEVOL Yo Bpodpe Uio oxéon
7 omolor vor gLYIEeL To xVPOTLXO Tedio A(x) o éva onpelo T PE TNY OTTELXOVLOY] TOL
A(F(x)) petd amd 10 peTooynuhottopd ovppetpiog F(z). Qo Stamtatdoovpe 6Tl auT
N oY€an amoTeEAEL TN YEVIXELOT TOL Hewpnuatog Bloch 1 Tov Bewpnuatog g opotipiog
Oty oL xoHOMKES GLUUETPLES UETAUTOTILONG XOL AYTLOTOOPYG, OAVTLOTOLY X, EYOVY OTIAOEL.
Avtvovtac 1o sbamua tev EE. (.8), ([.9) we mpoc 1o nedio ot 0éom F(x), Poioxovpe

ot ~
@) @
J J

A(F(2)) = CAx) — LA (2) (I".12)
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XAL

A(F(z)) =0 <§A’(x) — Cj.A"‘(ac)) . (I.13)
Ot Topamdve eELooELS LoYVOLY Yot OTTOLOSHTTOTE TOTO YwELoL D (Yo J # 0) xow 0d7-
Yobv Gueco 6to edto A(F(x)) 670 xwpio D mov cuvdéetan Pe T0 D péow ToL PETUOYN-
pottopol oovppetpiog F. Zoyxexpipéva, 1o edio A(F(x)) ex@pdletol wg YOORULXOS
ovvdvoaoog Tov tediov ot Béon = koL ToL ULYAOLKOV GLLNYOVS TOV, UEGL TWY OVOA-
Moiwtwy ueyedody Q, Q, J. Anhadyh, ta Q, Q SnuLovEYodY pio amELxdVLoN avdpEsn
oTo. TTAQTY Twv TediwY, o onueior TOL GLYSEOVTOL UE TOV EXAOTOTE UETATYNULOATIOUO
oLPUETPLOG. AVTOG O YEVIXEVUEVOS UETAOYNULOTLONLOG TOL Ttediov pmopel vo Hewprnbet
w¢ xortdhorro g (omoopévng) xaboAxig cuppETEC.

Avvopxd pe xabolixn ocvppetpio

[poxetpgvou vou eEnyhoovpe o pyovioud oractuotog g ovupetpiog optlovue Tov
teheo™ O o omoiog dpo Tavew ato A(z) wg ekng:

OrA(x) = A(F(z)), (I".14)
07OV 0 JeixTNg F' UTTOSNAWVEL UETAUTYNUATLOUO UETATOTILOYG 1] AVTLOTEOPYG. 'AoTTolnom
™6 xaboAxng ovppetplag F éxovpe 6tay o O petatibetol pue tov teAeoty) Helmholtz:

d2
" da?
OTOTE TO YEVLXEVLWEVO duvoutxd W(z) petooynuatiletol OLYOMXE XATW OTtO TO UETO-
oynuotiopd F xow to medio A(z) eivon tdtoouvaptnon tov Op UE WBLOTLUN Ap:

OFA(x) = )\F.A(I') (F'.16)

To amAodoTEPO TEVAPLO YLor VO OTTAGOVPE TNV XaboALxy] ouppeTpia elvol voo eEoxoAov-
Ol va Loydet n petabeon

Q +W(x), (I".15)

[Q,0F] =0
MG To Tedio A(x) var uny eivar TAéov tStocuvépton tov Of, éxovTtac TapapLioet
TN CLUUETEIO TG ACVUTTTOTLXNG CLUTEQPLPOPAS ToL A(z). Avtyh elval plar TUTILXY Tte-
pltwon oxédaong amd To duvoutxd W(z) 6Tov Tor TEOGTITTOVTA XVUATO PTAVOLY
wovo amd 1t pioe peptd Tov SLYOULXOD.
Amé tig BE. ([.12), (T.14) pmopodue vo ypddovpe:

OrA(a) = L A) ¥
N omolor LTTOJELXVOEL OTL Evor Un UNOEVLXS () Ulor ExdNAWOY TNg oTtaoUEVNS xaboAxrg
OLUUETPLOG KATW OTTO PETAOYNUATLOULOVS UETATOTLONG 1] AVTLOTOOPYG.

A*(x) ; VYV 2z €R T.17)
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Avaxtnon tov Oswpnpdtov Bloch xou opotipiog

O undeviopds Tov Q) €xel evdLopépovoeg eTLmToels 0To Tedio A(z). ESw Oa deiEovpe
TG LTTOPOVUE Vo avoxTioovpe To. Hewpruota Bloch xat opotipiog dtav n xaboiuxn
ovppetpio amoxabiotoTol.

Avtiotpoen (0 = —1)

2NV MEPLTTTWON TNG AVTLETEOPYS, Yo () = 0, oAoxAnpwvovpe Ty EE. () O XOLTOL-
AYOLUE OTLG OYETELG:

AQa —z) =cA(z) ; AQa—1z)=—cA(z) (I".18)

omov c elvor pio otofepd ohoxApwong 1 omoio vToAoYILeTaL TNYALVOVTAG OTO XEVTPO
e avTLeTEoQHc = = a, apob 1 EE. (.8 yivetar A(a)A'(e) = 0. YroBétovtag 6t
A(a) # 0 xow A'(a) = 0 Bpioxovpe ¢ =1 evdd av A(a) = 0 xar A'(a) # 0 xotodiyovpe
6t ¢ = —1. Yvvenddg yroe Q = 0 M xovpaTxn ovvaptnon A(zx) yivetal WSLoovvdptnom
Tov TeEAeoTh g xabohxc opotiuiog Op = I, tov omoiov N OpAOY TPOXOAEL ULaL
oVTLOTPOPT YOPW amd To onueio oto a. Emtiong yita Q = 0, n EE. Yivetow:

~12
-

%o 1 0Toiar LTTOSELXYDEL 6Tl Q = J = 0. Korté GUVETIELX Y10t TY) GUULUETELO TN OUOTLULG
TO OEVAPLO TG *oBOALXTG CLLUETPLOG DAOTIOLELTOL E(TE OE TTPOPANULOTA OECILWY XATO-
otaocwy eite oe TMPOPAUOTO oXESOONS T omolar To pedpa elvor undevixd. Tétoleg
HOTOOTAOELS, OLATNEOVY TNV xotdoALxy ouppeTpla xow TepLYpdpovtol oto Keo. (E).

MetabOeson (0 = 1)

X1y meplTTwon g xaboAug ouppetplag petabeorng, yia o = 1 xow Q@ = 0 n EE.. ()
naipvel ™) Lop@y eEiowone tWtotudy. Tote, amé wv EE. (I.11) mpoxdmter ot:

SRSy

=1 (T.19)

XOlL XOTE GUYETIELX O OPOG % YiveToL ULa Aoy, To 0Tolo ELval GOUPWYO UE TO YEYOVOS
OTL glval LOLOTLYLY] TOU TEAEOTN HETATOTILONG Or =11

H xaboAuxy ovppetpio petatomiong mpodmTobétel éva AmeLlpo, Teplodixd cVoTNUO
Tov omoiov To duvautxd txavorolel W(x) = W(z + L) yio xdbe = € R. Eivow téte
eppavég 6t Bou toyver xow n oyxéon W(z) = W(z+nL) yen € Z. Xe évo TeTepoouévo
obomuo Ta Q) o Stopépovy PLeTaED Tovg avaroyo e To Léyebog Tng petartdmion Tov
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expdletal pe T0 n. Q¢ ex TOVTOL eLodyovue To LEYEDOg @, TO OTTOLO LTTOONAWVEL
6t avtiotoyel oe petatémion nL. ‘Etor H EE. (.19 yevixedetar we:

A+ D)=e"Da@) 5 L) =6,
Q, = +|Je" (I".20)

EEoutiog g ametpng mepLtodixdtnros To CN)L 0o eivor to (SLo yia xé&be z € R. Me
Bonbeta g EE. () UTTOPOVUE VO GLGYETIGOVIE TNV TLUY] Tov Ttediov A(x + nL) pe
™V avtiotowy oto = A(z) eite péow n petatomiocwy xatd L N pe plon peTatdmion
xota nL. H povadixdtnro g ®xupotoouvaptnong T0Te omottel:

Az +nL) = M A(z) = (D) A(2)
= 0(nL) =nb(L) (IT.21)

o’ 6ov poxOTTEL 6Tl O(L) = kL pe k pio otofepd SLoaotdoswy avtioTpoQou Uixoug.
Epunvedovtog ) otabepd k wg TNV XQLOTOAALXY] OQUY, €YOVLUE TNV OVAXTNOYN TOL
Bewpnuoatog Bloch yia to amerpo, meplodixd adoTtnua.

Avvoptrd e TOTTLXY] CUUUETOLOL

To 3ebTEPO - %O TLO ATTOLTNTLXO - GEVAPLO YLOL TO OTLUOLUO TYG CUUUETOLOG ETILTAOOEL
N COUUETOLON TOL SUYOULXOD VO UMY LXOAVOTIOLELTAL OE OAO TO YWELXO TOL €VPOC, OE
avtibeon pe v Tpoavapepheion mepintwon mov (oxyve W(x) = W(F(x)) yioo xé0e
z evtéc ToL SuvouLxod. Be auTH Ty TEpiTTwon 0 Teheotic Op 8¢ petatifetar pe
Tov teheoTh ) %ot e UTOPOVUE VO ava{NTAGOLUE LSIXATAOTATELS TOV OYTLGTOL(OL
TEAEOTY], EXTOG OV £lvot SLYOTY N TUNULOTLXY OPAON EVOG TEASOTY] TOTILXYG GLUUETOLO -
av veioTaTal TéTota - 6mwe TepLypdpetal ato Kep. (). ap® 6ha awtd, xataotdoetc
OTLOGPEVTG CLUUETPLOG OTO BUYOULLXO, N OTToloL BLorTnPELTOL OE TOTILXO ETULTEDO, LTTOPOVY
VO AYTLUETWTILOTOVY HECK TOV OVOANOLWTWY @, @), T oToior cLOYETILOVY PE AUETO
TpéTO TNV ETIBPOON TNG GLUUETPLOG GToL TTAGTY TwY Ttediwy A(x).

2Ty oaxpolor TEPITTWOY TOL LTIAPYEL TANPEG OTACLUO GTN CLUUUETPLOL TOL SLYOUL-
%0V, ONAGDN OEV LTLAPYEL XAVEVAL XWELO Dy, YLOL TO OTTOLO YO LTLEPYEL XATTOLO XOTEAOLTIO
™ xaboAxng ovppetplog ato duvoputxd W(x), ta Q, Q de B Topoprévouy avoAlol-
wTo o xaplo TEPLOYY, 0TS ovaUéVoupe. Ay xot o LPLoTOVTOL WG CLYOPTNCELS TNG
0gome, N UN-OLaTnENOLLOTNTE TOUG OEY ETLPEPEL XATTOLO TTASOVEXTNULOL GTYY TTEQLYQOPN
™G OXESOOMG.

To evdiopépoy evtomtileToll OTLG TMEPLTTWOELS OTTOL OE EVXL 1] TIEPLOCOTEQR Y WP
D,, ytoo toe omola toydet W(z) = W(F(x)), VYx € D,, dnhadn 1 avtiotolyn ovpue-
Tl LXOVOTIOLELTOL TOTILYE OTO CUYXEXQLUEVO YWELA, WG XXTAAOLTTO TNG OTIOOUEYYS
%x0t0OALXNG OLUUETPLOG. ZTNY TEPITTWOY AVTY), N TTEONYOVUEYTN OVEAVOY] O3MYEL O évar



INEPIAHYH 139

(evyog @y, Qn Yioe xé&be éva ywpto D, Tor OOl UE TN OELPA TOLG ETLTPETOLY TOV
TP0oadLoptopd tov Tediov A(F(z)) amd to A(z) Vr € D,,.

H pébodog tng Toming opotipiog 61 oxédoo

Emixevtpwvipoote Tdpa 611 GUUUETPLO TNG OUOTLUIOG OTOY OUTY] LXOVOTIOLELTOL LOVO
TOTILXA, OE GUYXEXPLULEVOL XWELO. ZOYXEXPLUEVR, LEASTAUE SLATAEELS OL OTTOlES ATTOCVLY-
Tibevtol TANPWG 0E TETEPATPEVA Y WPELOL TTA OTTOLOL LXAVOTTOLELTOL EEXWELOTA 1] GULUE-
Tolo g opotiplac. ‘Etol, éxovpe StatdEelg v YEVEL ATEPLOSLXEG XAL Y] CUUUETOLUEG
oL OTtoleg WG SLoTNEOVY oxPLPBElC CLLUETPLEG OE JLOPOPETIXES, TOTILXESG xAlpaxes. H
Oedpnon avt €xel LOLALTEPEG ETUTTWOELS OTLS LOLOTNTES OLEAEVOYG TOV GUOTNUOTOG
%O GUYXEXPLUEVO GTOVUS GLYTOVLOPOVS TTApoLg Stédevong (ZITA). O evrtomiopdg Twy
ovoAolwTwy peyebwy Q, Qn Yiow xAbe TOTXE GUUUETELXSO TUNUK TOL SLVOLLXOV
070 owvTlaToL0 YWELo D, eTUTEETEL piot YEWUETOLXN gpunveia Twy XIIA oto pLyodixd
entimedo, 1 omolor UE TN OELPA TNG OOMYEL OE ULO XUTNYOPLOTIO(NOY] TWY XATOGTATEWY
oxédaomg, YOpw amd toug ZITA. Xvuyxexptpéva pmropodue va deiEovpe 4Tl LTTREYOLY:

i Zoppetowxol ZIIA, otovg omolovg To PLETPo Tov Tediov A(x) axorovbel axptBoe
TN CLUUETELO TNG TOTULXAC OUOTLUIOG OTa (XATOTTTELRWS CLUUUETELXA) YWELO TTOL
umopel vor ywetotel 1 StaTtaEyn. Autol oL CLYTOVLOUOL UTTOPOVLY YOI OVOTIAEOCTO-
Body oo pLyYadixnd emtimedo PEow TWY Q) WG CLYYPAULXE SLOVOSUOTA GTOY AEOVXL
TWY POYTOOTLXWY.

ii Mn-ovppetpixol ZIIA, otoug omoiovg To UéTpo Tov Tediov A(z) Sev elvor ovy.-
UETOLXO OTLS EXACTOTE CUUUETOLYEG DTTOTEPLOYES. ALTOL OL GUYTOVLGUOL aVOLTTO-
plotavtan (Léow TwY Q) 0T0 LLYodikS eTITEDD WG XAELOTEG TPOYLEC.

iii Kataotdoeig mwou dev elvar ZIIA. Avtég oL xataotdoelg oynuoti{ovy avoryTég
TPOYLEG OTO ULyadtxd eTimedO.

O Topamave SLOTLOTWOELS EQYOVTAL VO LAPWTICOLY TO UNYAVLOUO TTOU LTTOXELTOL
xata Ty eppdvion ZIIA, éva {tmuo to omoto dev Mtav Eexabaplopévo otny vTAE-
yovoo BiAtoypapio. ETmAéoy, 1 TEOTELVOUEYY XATNYOPLOTIOLNGY ATTOPEVYEL CAANAO-
eTXOAVPELS TTOL gp@avilovtal oe dAAEG TPOOEYYLOELS.

TEAOG, SLATILOTWVOLUE TG OL GUYVTTAPEYN TTOAAXTIAWY XALUAXWY CLUUUETELOG OTNY
(Ot SL&ToEn eMLTPETEL TO OXESLAOUO ATEPLOGIXWY OLATAEEWY XVUATIXNG OXEDUONG
oL omoieg epoavitovy ZIIA oe mpoemiAeypéveg evépyetes. [la To ox0md awTd avo-
TITOOOOVE XOL TTPOTEIVOLUE it “UATATHEVOTTIXY YN OL OTOLOL EXUETOAAEVETOL TN
OLUUETPLOL TNG TOTULUNG OUOTLLOG [LLOG UN-OVLUETOLUNG OLATOENG xou HECW TNG OTTolag
xobopilovtal Ta YopoxTELoTIXE TN WoTe Vo eppavilel ZIIA otig embountég evép-
Yeleq.
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